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Agenda

» Basics of P-GRADE Portal (~45 minute)
« Workflow hands-on (~45 minute)

e Advanced applications with P-GRADE Portal (~15 minute)
e Hands-on cont’d — workflows, parameter studies (~20 minute)
* Next steps with P-GRADE (~10 minute)



P-GRADE overview and introduction:
workflows & parameter sweeps
(Basics)



Introduction of LPDS

(Lab of Parallel and Distr. Systems)

e Research division of MTA SZTAKI from 1998

e Head: Peter Kacsuk, Prof.
e 22 research fellows

e Foundation member
— Central European Grid Consortium (2003)
— Hungarian Grid Competence Center (2003)

e Participant or coordinator in many European and
national Grid research, infrastructure, and educational
projects (from 2000)

— FP5: GridLab, DataGrid

— FP6: EGEE I-II, SEE-GRID I-1l, CoreGrid, ICEAGE, CancerGrid

- BFé?é EGEE IIl, SEE-GRID-SCI, EDGeS (coordinator), ETICS, S-
. Cer;tral European Grid Training Center in EGEE (from
2004

www.lpds.sztaki.hu



Short History of P-GRADE portal

 Parallel Grid Application and Development
Environment

* |nitial development started in the Hungarian
SuperComputing Grid project in 2003
* |t has been continuously developed since 2003
e Detailed information:
http://www.portal.p-grade.hu/

e Open Source community development since
January 2008:

https://sourceforge.net/projects/pgportal/



Download of OSS P-GRADE portal

Download History For F=-GRADE Grid Fortal
Year of 2005

GE /A maorth

20ng-01i
2005-02
2005-03
20N5-05
2005-05
20N5-05
2005-09

B Downloads [ Bandwidth I

110 downloads ~697 total

within the first downloads until
month now



Main P-GRADE related projects

EU SEE-GRID-1 (2004-2006)
— Integration with LCG-2 and gL.ite

EU SEE-GRID-2 (2006-2008)

— Parameter sweep extension

EU CoreGrid (2005-2008)

— To solve grid interoperation for job submission
— To solve grid interoperation for data handling: SRB, OGSA-DAI

GGF GIN (2006)
— Providing the GIN Resource Testing portal

EGEE 2,3 (2006-2010)

— Respect program tool used for training and application development

ICEAGE (2006-2008)

— P-GRADE portal is used for training as official portal of the GILDA training
Infrastructure

EU EDGeS (2008-2009)

— Transparent access to any EGEE and Desktop Grid systems

— See Demo Booth 5: EDGes — Desktop Grid Extension of the EGEE
Infrastructure



= P-GRADE Grid Portal =- - Microsoft Internet Explorer

File Edit ‘iew Favorites Tools  Help

@Backv@v @ @ \{h|p53ar

Portal installations

€

Address @ http: ffportal. p-grade. huFm=38s=0 j Go | Links *
Portals under installation Mame of the portal installation Connected to the following grid{s) Release ;I
Multi- Grid portal SEE-GRID
operated by SZTAKI South-Eastern European Grid
YOCE
¥Yirtual Organization Central Europe of
EGEE
Far grid u HunGrid
Hungarian Grid ¥0 of EGEE 2 =
GILDA '
Training ¥0 of EGEE and other
projects
Biomed
Biomedical ¥0 of EGEE
Compchem
Computational Chemistry ¥0 of EGEE
grid adrminist HunGrid Portal Hun Grid
operated by Edtvids Lordand University Hungarian Grid WO of EGEE 2.5
Grid-Ireland Portal Grid-Ireland
operated by Grid-Ireland 2.6.1
EGRID Portal EGRID
operated by Abdus Salam ICTP Economics WO 2.4
WPI Portal 05G and SEE-GRID
operated by Worcester Polytechnic Cpen Science Grid and South Eastern 2.5
Institute European Grid
Turkish Grid Portal TR-G_I'id :
operated by ULAKBIM & METU Turkish Grid 2.6
NGS P-GRADE GEMLLCA Portal NG5S and GILDA SEMLEA
operated by University of Westrninster UK Mational Grid Service and Training Yo of
. 24.1
EGEE and other projects
GIN resource testing Portal OGF GIN ¥O and NGS and 056 and GEMLC A
operated by University of Westminster TeraGrid and Westfocus Grid and Yoce 24
Baltic GHid Portal Baltic Grid
operated by Estonian Educational and Baltic Srid Z.6
Research Metwork (EEMet) ;I
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Multi-Grid service portal
A To be used today!

y

7} PGrade Grid portal - Microsoft Internet Explorer =181 x|
Fle Edit ‘iew Favorites Tooks  Help | o
@Back - - @ @ \:“:j|p58arch *gn:fFavorites @| ng i_\ﬁ B - 3

Address @https:m—.42.hpcc.sztaki.hu:a4431gridsphere1gridsphere?cid=99 = Go ‘Links »

[ welcome || workfiow |[ certificates |[isettings| information system |[ File management |[ Heip | L
Settings

? Settings =0

GRID configurations
Information System

Name Type Host Port BaseDn [Actions]
cormpchen LCG2 bdii.phy.bg.ac.yu 2170 Mds-vo-nare=Ilocal,o=grid Hesources
compchem_GLITE_BROKER Il {0 Hesources
compchem_LCG_2 BROKER [ Resources
gilda LCG2 glite-rb .ct.infr.it 2170 mds-vo-name=local,o=grid Resources
gilda_GLITE_BROKER Il i Resources
gilda_LCG_2_BROKER [l A Resources
hiungrid LCGZ grid152 kfki.hu z170 mds-vo-name=local,o=grid Resources
hungrid_GLITE_BROKER I+l {2 Resources

hungrid_LCG_2 BROKER Il £ Resources

seegrid LCG2 bdii.phy.bg.ac.yu 2170 mds-vo-name=|ocal,o=grid Resources

seegrid_GLITE_BROKER [sl £ Resources
seegrid_LCG_2_ BROKER [, Hesources

¥OCE LCG2 bdii.cyf-kr.edu.pl 2170 mds-vo-name=local,o=grid Resources

AT

voce_GLITE_BROKER S Resources LI

[&] I_I_I_I_E|‘ Inkernet
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Motivations for developing P-GRADE

P-CRADE

portal

 P-GRADE portal should

— Hide the complexity of the underlying grid middlewares

— Provide a high-level graphical user interface that is easy-to-
use for e-scientists

— Support many different grid programming approaches:
Simple Scripts & Control (sequential and MPI job execution)
Scientific Application Plug-ins

Complex Workflows

Parameter sweep applications: both on job and workflow level

* Interoperability: transparent access to grids based on different
middleware technology (both computing and data resources)

— Support several levels of parallelism

13



Layers in a Grid system

Application o
<——— Graphical interface

Application < P-GRADE Portal services
toolkits, standards

I - i “ Command line tools
I—|_|gher level _g“d “ Grid middleware
services (brokering,...)

Basic Grid services:
AA, job submission, info, ...

14



What is a P-GRADE Portal
Workflo W7

» adirected acyclic graph
where

— Nodes represent jobs (batch
programs to be executed on a
computing element)

— Ports represent input/output
files the jobs expect/produce

— Arcs represent file transfer
operations

e semantics of the
workflow:

— A job can be executed if all
of its input files are available

ﬂurkﬂuw Edll gptlnns ﬂelp

m& s e x|s

visib

MPI

ready

SEQ

l /
EE
2

LR]B]

satel
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; Three Levels of parallelism

Multiple instances of the
same workflow can process
different data files

— Job level: Parallel

execution inside a workflow

node (MPI1 job as workflow
component)

— Workflow level: Parallel
execution among workflow
nodes (WF branch parallelism)

— PS workflow level:

Parameter study execution
of the workflow




P-CRADE

Example: Computational Chemistry

Workflow Edit Options Help

EJEIRY

™
LA

S |onl100

50 75 100 125 150

Generator
A_GEN \

E\U Cn;%lectur

COLL

Department of Chemistry, University of
Perugia

A“

SOLUTION OF SCHRODINGER EQUATION
FOR TRIATOMIC SYSTEMS USING TIME-
DEPENDENT (RWAVEPR) OR TIME
INDEPENDENT (ABC) METHOD

A single execution can be between 5
hours and 10 hours

Many simulations at the same time

SEQUENTIAL FORTRAN 90

See at demo booth 11: EGEE Application Porting Support Group
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http://en.wikipedia.org/wiki/Image:Unipg.gif

Grid interoperation by P-GRADE

P-CRADE

Acccessing Globus, gLite and ARC based grids/\VVOs simultaneously

TERAGRID

™~

| ——

Grid Solution for Wide Area
Computing and Data Handlhng

P-GRADE

/. NORDUGRID «—

.,,
/
N

NS National Grid Service

core production computational and data grid

CGEER

Enabling Grids

for E-sciencE

australian partnership fqr
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http://www.ngs.ac.uk/
http://www.teragrid.org/
http://public.eu-egee.org/

Typical user scenario

P-CRADE

Job compilation phase

UPLOAD

- .

COMPILE - EDIT

DOWNLOAD




Typical user scenario

Application development phase

P-CRADE

SAVE
APPLICATION
Client

START

EDITOR
OPEN & EDIT
WORKFLOW

or

PARAMETER

STUDY




Typical user scenarios

T Workflow execution phase

TRANSFER FILES,
SUBMIT JOBS

DOWNLOAD
PROXY
CERTIFICATES

MONITOR
VISUALIZE JOBS
JOBS and
APPLICATION
PROGRESS

. .-
e

DOWNLOAD
(SMALL)
RESULTS
" DOWNLOAD
' (SMALL)

RESULTS




P-CRADE

Client

P-GRADE Portal
structural overview

User interface layer
Presents the user interface

P-GRADE
Portal
server

Internal layer — Java classes
Represents the internal concepts

Grid layer — gLite and Globus command line tools
Interfacing with grid services

Grid

EGEE and Globus Grid services
(gLite WMS, LFC,...; Globus GRAM, GridFTP, ...)

23



Client

Interface layer

Web browser

P-GRADE
Portal
server

UserY

terface layer

We

erver

GNdpshere Web pdNal framework

Gridsphere
portlets

portlets

P-GRADE

Workflow
monitor:
Java applet
generator

Workflow
editor:
Java webstart
application

24



P-CRADE

Client

Interface layer functionalities

Web br

e Login

* Welcome

\

\

Grid|37/

P-GRADE
Portal
server

Gridsphere
portlets

P-GRADE
portlets

*Workflow portlet
 Workflow manager, Storage, Upload
«Certificate portlet
» Upload, download and other operations
«Settings portlet
» Grid settings, Quota settings
* File management
 Manage files in the grid
» Compiler portlet
« Compile jobs on portal server

framework
Workflow Workflow
monitor: editor:
Java applet Java webstart
generator application

25



P-GRADE vs. Non-P-GRADE

P-CRADE

RELEASE 2.7

portlets

P-ERADE|

P-ERADE

I nortal

Workflow “ Certificates “ Settings “ Information System “ File Management “ Compiler Portlet " Help I

GridSphere
2.X
Grid Portal
framework

Profile Manager

P-GRADE Portal portlets

26



P-CRADE

Interface layer

workfew: LM_S DEMO_TOTAL

Tram Viow kfo width: [E00
. Lu_r2 B Helght [3s0
Cllent WE LW &2 [ E
LW_EE [a
L = E
T s I
::"llgl.'id.aud.h -
LH_&F
L _Eh [
L_5% 1]
LH_I:' ) Fl . .
I:;- ln:II: Errlﬂ:b Erile =0T A ll]r:ﬂ:
7
P-GRADE &/
Portal
server Workflow Workflow
Gridsphere P-GRADE monitor: editor:
portlets portlets Java applet Java webstart
generator application




P-CRADE

Client

Interface layer

£ Workflow Editor - [LM_9_DEMO_TOTAL] Mode - Edit
Workflow Edit Options Help

Hﬂﬁ‘%XEOHEW |

25 50 75 100 125 150

P-GRADE
Portal
server

Gridsphere
portlets

P-GRADE
portlets

Workflow
monitor:
Java applet
generator

Workflow
editor:
Java webstart
application
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Portlets/functionalities of
P-GRADE portal

o Settings (portlet)

 Certificate and proxy management (portlet)
 Information system visualization (portlet)
 Graphical workflow editing

o Workflow manager (portlet)

 LFC (EGEE) file management (portlet)

e Compilation support (portlet)
 Fault-tolerance support

32



P-CRADE

AT

File  Edit Wiew Favorites Tools

a PGrade Grid portal - Microsoft Internet Explorer

Settings Portlet

@Back - -'\_) - Iﬂ @ \_h‘f‘_j Search ‘inl_\'sv‘Favnrites ﬂ‘}

Q- E- )R

?

GRID configurations
MName

biomed
biomed_GLITE_BROKER
biomed_LC5_2_ BROKER
compchern
compchem_GLITE_BROKER
compchem_LCG_2_BROKER
gilda
gilda_GLITE_BROKER
gilda_LCG_2_ BROKER
hungrid
hungrid_GLITE_EROKER
hungrid_LCG_2_BROKER
seegrid
seegrid_GLITE_BROKER

vioce

vrirR Gl TTF RROKFR

Type
LCGE

LCG2

LCE2

LCG2

LCE2

LCG2

Address @ https:ifn42. hpoc, szkaki.hu: 443 gridsphere) gridspheretcd=105

Settings

Information System

Host

colcgtopbdiioz.in2p3.fr

T8

()

egee-hdii.chaf.infh.it

glite-rb.ct.infh.it

grid152.kfki.hu

bdii.phy bg.ac.yu

bdii.cyf-kr.edu.pl

M8

()

T8

MG

()

()

T8

ILEA

Port
2170

2170

2170

2170

2170

2170

BaseDn

Mds-vo-name=Ilocal,o=grid

[Actions]

Resources

Resources I

Mds-vo-niame=Ilocal,n=

mds-vo-name=local,0=

mds-vo-name=local,0=

Portal
administrator
can

— connect the portal
to several grids

— register the basic
resources of the
connected grids

mds-vo-name=local,o=grid

mds-vo-name=Ilocal,o=grid

|@ Cane

Resources

Resources

Al

Resources

Resources | LI

I_I_I_I_E|ﬂ Inkernet
Eﬁ'Startl @ @& (=) * |jPresentations I Quotatinn_l‘n...l i Adobe Reade...l 5] 3 Microsoft ... -”#3 Internet ... - ‘ & @‘ 2 a‘?‘ [2)

<« WO HAPSEE T 520 P 33




File  Edit Wiew Favorites Tools

a PGrade Grid portal - Microsoft Internet Explorer

Help

Settings Portlet

eBack - -\_;J - |ﬂ @ ‘_:\] ‘ /__j Search “5:"\'(‘ Favorites €‘3| <] = ::'; E 2 J 'ﬁ

?

Back |

c01.grid.etfhl.net
ce.grid.tuiasi.ro
ce.phy . bg.ac.yu
ce.ulakbim.goy tr
cel01.frni.uni-sofia.bg
ce001.grid.uni-sofia.bg
cel01.imbm.bas.bg
cel02.pp.acad.bg
cell.afroditi.hellasgrid.gr
cell.grid.renam.md
cell.isabella.grnet.ar
cell.mosigrid.utcluj.ro
cell.rogrid.unibuc.ro
cel2.grid.acad.bg
cetd.phy.bg.ac.yu
clusterl.csk.kg.ac.yu
g01l.etf.unssa.rs.ba

grid01.cg.ac.yu

Resources for ‘seegrid® GRID

URL

Address @ hktps:fin42 . hpoc,szkaki.hu: 443 aridspheref gridspherercid=1118gs_action=doEditGridResources

Settings

Job manager

jobrmanager-phs-seagrid
jobmanager-lcgpbs-seegrid
jobmanager-pbs-seegrid
jobmanager-lcgpbs-seegrid
jobmanager-lcgpbs-seegrid
jobmanager-lcgpbs-seegrid
jobmanager-lcgpbs-seegrid
jobmanager-lcgpbs-seegrid
jobmanager-phs-seegrid
jobrmanager-lcgpbs-seegrid
jobmanager-phs-seeqgrid
jobmanager-pbs-seegrid
jobmanager-lcgpbs-seegrid
jobmanager-phs-seegrid
jobmanager-phs-seeqgrid
jobmanager-phs-seegrid
jobmanager-pbs-seegrid

jobmanager-phs-seegrid

[Actions]
Delete

b

Delete |

User can customize the
connected grids by
adding and removing
resources

Delete
Delete
Delete
Delete
Delete
Delete

Delete

Delete LI

ElELE[E[e e[z e

|@ Cane

Eﬁ'Startl @ @& (=) * |jPresentations I Quotatinn_l‘n...l i Adobe Reade...l 5] 3 Microsoft ... v”‘ﬁ:i Internet ... - ‘ & @‘ 2 a‘?‘ @‘

I_I_I_I_E|ﬂ Inkernet
« MHAPER T siz7pm
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Certificate and proxy management
Portlet

2l PGrade Portal - Microsoft Internet Explorer

Fajl Sgerkesztés Mézet  Kedwencek  Eszkbzdk  S0gd

e\n‘issza - \_) @ @ _;j /’f__j Keresés ‘f\'{‘ Kedvencek @ [‘/;Kv :\,',. _J ﬁ

Cirmn @ http://hgportal. hpee . sztaki.hu: 7080/ gridspherefaridsphereaction=doMapProxy&cid=5

s grids to

D P-eRADE

P-GRADE

Certificates

\ portal

Certificate Manager

Certificate list |

Set : :
Issuer for Grids Time left [Actions]
DC=0RG,DC=5EE- SEE-
GRID, O=People, 0=5ZTAKI,CN=]ozsef 99:50:24 Details | Set for Grid | Delete |
) GRID
Patvarczki, CN=proxy
C=HU,O=KFKI RMKI CA,0U=8ZTAKI,CN=Patvarczkj HUMGRID | 99:57:25 Details | Set for Grid | Delete |
Jozsef,CN=proxy

Download {Dowload certificate from My

{Upload authentication data to MyProxy server.)

Message: Certificate successfully sefffor HUNGRID,

|

o grids
IXYS as

W can be

@ Kész

0 Inkternet

SEE-GRID access

HUNGRID access
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Solving Grid interoperation by
P-GRADE Portal

EGEE Grid

1 ' ! '
25 50 75 100 125 150
delta
MPI 51
k . :
= Z
“ .
. ] n . =3 j
satel -‘
MPL | MPI 1 MPI

London
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Interoperation vs. Interoperability

P-CRADE

As defined by the GIN (Grid Interoperation Now)

CG (Community Group) of the OGF (Open Grid Forum)

Interoperation:

—  short term solution that defines what needs to be done to achieve
Interoperation between current production grids using existing
technologies

Interoperability:

— native ability of Grids and Grid middleware to interact directly via
common open standards

P-GRADE Portal @

Interoperation Interoperability

37



Information system Portlet

3 PGrade Grid portal - Microsoft Internet Explorer

=18
File Edit ‘iew Favorites Tools  Help | f
e Back - .\_) - \ﬂ @ _h | /-_ﬂl Search ‘*Ef:(’ Favorites Q‘;{ | <] "“_ﬁ E - _J ﬁ
Address @https:,l',l'n42.hpcc.sztakj.hu:8443,!'gridsphere,l'gridsphere?cid=119&gs_acti0n=dochange\-'0 j Go | Links **
Select BDIL: [voce-BOI x| M |
Select v |\ﬂ:u:e jml
Grid: voce-BDII VO: voce
Sites
Computing Element Storage Element
Site Mame CPL Job Space
Total Free IUsage Running VW aiting Load Total Sy ailable Usage
brnegrid 3z 2 B - 30 2 6% 142,498 [GB] 142,498 [GB] 0%
budapest 321 213 [ | 4% 108 53 [ | 33% 5402 [TB] 5.402 [TE] 0%
cyfronet-logs 562 201 [ ] 61% 227 109 B e gr4o7 [(Te] =0.001(Te] N £
eqee fash hr 24 1 B o 23 & [ | 21% 446,706 [GB] 446,796 [GB] 0%
egee.grid niif.hu B 7 | 12% 1 0 0%  2.375 [TB] 2.375 [TE] 0%
egee.irb.hr 24 13 [ | 46% 11 0 0% 141.844 [GB] 141.611 [GB] 0%
eges.sroe.hr 27 3 B o 24 16 [ | 40%  1.378 [TB] 1.378 [TB] 0%
elte & & 0% 0 D 0%  65.659 [TB] 6.659 [TE] 0%
gup-jku B 3 [ 62% 5 4 [ | 445, 183,569 [GB] 183.496 [GB] 0%
hephy-vienna 163 122 [ | 27% 45 0 0% 27.39 [TB] 27.39 [TE] 0%
iisas-bratislava 73 15 Bl o 5a 1 | 20 1.762 [TB] 1.76 [TB] 0%
pEarl-amu 18 0 B 100 12 26 B 5% s5.395([GB] 55.323 [GB] 0%
prague_cesnet_lcg2 o4 45 [ | 28% 0 ] 0% 4,473 [TB] 4,473 [TB] 0%
psnc 580 62 B -1 336 59 | 15% 4,47 [TB] 4,47 [TB] 0%
tu-kosice 15 15 0% 0 0 0% 114692 [GB] 114,584 [GB] 0%
Warsaw-egee 208 195 6% 12 444444 [ 100% 135 [TB] 1.35 [TE] 0%
July 12, 2008 =

=E \ vl vl vl mmml . ) e



Graphical workflow editing

i

e The aim is to define
DAG of batch jo

compagrénts:
jobs“and ports S—y

2. Define their properties N T B
3. Connect ports by
channels

(no cycles, no loops, no
conditions)

4. Automatically generates
JDL file

[
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Workflow Editor

P-CRADE

Properties of a job

£ Workflow Editor - [LM_9_DEMO_TOTAL] Mode - Edit
Workflow Edit Options Help

LM_P properties

[ 3 X5

_— P ,@o_pe rties of a job: \

/  Binary executable

Job Type () SEQ @ MP|

_ » Type of executable
Job Executable |Lru1_5.h|n / .
o Broweer b * Number of required
Processors
Process Number |T ¢ Command Ilne
e Attributes |-n-m parameters
e P ' SEEGRUD = * The resource to be used

Monitor o for the execution:

Resource nd0.hpcc.sztaki.hu:jobmanager-fork \ ° Grld/ VO
cel1.grid.acad.bg:jobmanager-fork i
grid-ce.ii.edu.mk:jobhmanager-fork
grid1.irb.hr:jobmanager-fork
grid1.netmode.ece.ntua.gr:jobmanager-fork
nd0.hpcc.sztaki.hu:jobmanager-fork

prof.sallaG.inima.al: jobmanager-fork




P-CRADE

Select a Grid with broker!

(*_ BROKER)

Workflow Editor

Defining broker jobs

4. workflow Editor - [default*] ™Mode - Edit
Workflow Edit Options Help

=10l ]

Fa 5

i
Brot

w

b XK

i,

S o 100 '
25

BrokerTest properties

50 75

100 125 150

Name |ErnkerTe st

Joh Type i SEQ CMPL O Pui

Job Executable  |D:a-TESTWCell.exe

File Browser

[ Instrument

Process Humber |

ibutes |

Grid HUNGRID_LCG_2 B.. ¥

Ignore the resource field! Monitor -
m |griu151.mki.hu
JDL: JDL Editor...
If default JDL is not sufficient

Ok Cancel

use the built-in JDL editor!

IC

4]

L]
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Workflow Editor

P-CRADE

Defining input-output files

pbt) £ U prope :
£ Workflow Editor - [LM_9 . .
Workflow Edit Options Hel Port name 1] F| I e p o pel’tl es

Ce b X| 8 Type ®In ) Out Type:
input: the job reads
s O ST output: the job generates
File |c:lsipnalexperimentsltrafﬂclinpuﬂ file | F||e type:

local: comes from my desktop
remote: comes from an SE

File Browser managed copy

Internal File Name |neh-w:|rk.in| |

File:
File storage type ) Permanent ® \olatile | oc at| on Of th e f|| e
o S Internal file name:
ﬂ\\‘ Executable reads the file in
this name — fopen(“file.in”, ...)

File storage type (output files
only):

Permanent: final result

Volatile: only data channel

- ST ME

Bl
TIFF
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P-CRADE

Input file

Local file

Client side location:
c:\experiments\11-04.dat

How to refer to an /O file?

Output file

Client side location:
result.dat

LFC logical file name
(LFC file catalog is required — EGEE VOs)
Ifn:/grid/gilda/sipos/11-04.dat

GridFTP address (in Globus
Grids):
gsiftp://[somengshost.ac.uk/mydir/11-04.dat

LFC logical file name
(LFC file catalog is required — EGEE VOs)
Ifn:/grid/gilda/sipos/11-04_- result.dat

GridFTP address (in Globus
Grids):

gsiftp://somengshost.ac.uk/mydir/result.dat

Remote file

43



Local vs. remote files

Your binary can access data services directly too

e GridFTP API
* GFAL API
o Ifc-*, lcg-* commands
LOCAL INPUT
FILES <
LOCAL INPUT 2 eéﬂgﬂ;
HEFS EXECUTABLES
EXECUTABLES

LOCAL
OUTPUT LOCAL

FILES Computing
elements
Only the

permanent
files!




P-CRADE

Workflow manager

3 PGrade Portal - Microsoft Internet Explorer

Fajl Szerkesztés Meézet  Kedvencek  Eszkdedk  Slga

e'\.-'issza - O v @ @ (h ‘ pKeresés "_L"n‘_\s"Kedvencek eMuItimédia @| Bv ,3} E - D

cim @ http:}thgportal.hpoc,sztaki.hu: 7080/ gridsphere/gridsphere? action=doGotoPagedrid=2

| B vards ‘Hivatknzésnk »

Peearch | "l @ Srniley Central @ SCreensavers F Cursor Mania

J mywebsearch vl

'F"I_-'--

RELEASE 2.1

=

Workflow Manager

Refresh | Back |
| Job list
Workflow Job |Gridname Hostname Status |[ Logs ]|[ Qutput ]| [ Visualization ]

LM_9_DEMO_TOTAL running | - N A, Visualize | &1l || A&bort
INIT SEE-GRID | ce0l.grid.acad.bg - - - -
LM_P SEE-GRID | nd0.hpec.sztaki.hu init - - - .
LM_P.2 |SEE-GRID |n40.hpcc.sztakihu init - - - )
LM_= SEE-GRID | grid-ce.ii.edu.mk - - - -
LM_S.2 | SEE-GRID | gridl.irb.hr finished | ous | -
LM_=.3 | SEE-GRID | gridl.netmode.ece ntua.gr - Out -
LM_S.4 | SEE-GRID | grid1.irb.hr finished | out | -
LM_S.5 | SEE-GRID | testbedool.gridiciro | |NNGINGN| _Ovt -
LM_%.8 |HUNGRID | chemgrid2.chemres.hu - Out -
TIFF HUNGRID | grid109.kfki.hu init - - -

Message: Job list refreshed. —

1 N

M|
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LFC (EGEE) file management
Wy

; PGrade Grid portal - Microsoft Internet Explorer

File  Edit  Wiew Favorites Tools  Help |$

@Back - o - @ @ :_“:j|p58arch ’inl\?Favorites @| Bv hf__\ﬁ E - \_‘J ..‘ﬁ

Address @ htkps:find2. hpce.szhakd, hu: G443 gridspherefgridsphere Peid=133 j Go ‘ Links **

l Welcome " workflow “ Certificates “ Settings " Information Systerm IW[ Compiler Portlet “ Help l il

File Management =]

Select Grid: Iseegrid vl ‘v’iewl
Select v Iseegrid j ey |

Select LFC HDSt|grid[|2.rcuh.hg.ac.yuj Listl

ar Enter |

File Browser

Go Up
+ ErdelyiZoltan

- POSIX-TEST-10485-24626 Change Diractory
- POSIX-TEST-11134-23067
- POSIX-TEST-12454-3948

- POSIX-TEST-16135-5559 e e
- POSI¥TEST-17957-20543 .
- POSIX-TEST-20716-13234 Details
- POSI-TEST-244598-25005 ,
- POSH-TEST-24776-20792 Replicas
- POSIYTEST-27728-19524
- POSI¥ TEST-29925-26667 “ Make Directory ”

£

HH

- POSI-TEST-3182-23422
- POSI-TEST-6451-13508
- POSEA-TEST-7730-27 146

oS 1 Rename |

Current Path: fgrid/seegrid

Dawnload | Upload |

Message: Upper directory listed

uly 14, 2008 ~| 46
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s - Compilation support

a PGrade Grid portal - Microsoft Internet Explorer

2] x|
File Edit Miew Favorkes Tools  Help | #
@Back - O r @ @ (;j|p5&arch *Favorites @| Bv % E - |_J ..ﬂ

Address @ https:/n42. hpoo,szkaki,hu: 8443/ gridspherefgridsphere frid=Compiler +Portlet

| B |unks >
RELEASE 2.7 Logout ;I
Welcome, Gabor
' Hermann
L P=-EGRADE |
P-ERADE

ra

\ portal

Compiler Portlet

File: I Browse... | Upload | File: I

Browse. . | Lplaad |

— | Mew directary |Newﬁ|e |

— | Mew directory |Newﬂ|e |

~ MName  Size  Lastmodffied/Type  Name  Size  Lastmodified/Type
Caopy | hiowe | Delete | Dovenload | Caopy | howe | Delete | Dawnload |

July 14, 2008
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Fault-tolerant Grid applications 9

« Utilizing
— Condor DAGMan’s rescue mechanism
— EGEE job resubmission mechanism of WMS
 |f the EGEE broker leaves a job stuck in a CEs’
queue, the portal automatically
— kills the job on this site and
— resubmits the job to the broker by prohibiting this site.

e As aresult

— the portal guarantees the correct submission of a job as
long as there exists at least one matching resource

— Job submission is reliable even in an unreliable grid

48



e | essons learnt

 P-GRADE portal provides

— Easy-to-use but powerful workflow system (graphical editor, wf
manager, etc.)

— Three levels of parallelism
* MPI job level
» Workflow branch level
» Parameter sweep at workflow level

— Multi-grid/multi-VO access mechanism for various grids (LCG-2,
gLite and GT2)

e Simultaneous access
» Transparent access

» Migrating a workflow from one grid to another requires no
modification in the workflow

49



_earn once, use everywhere
Develop once, execute anywhere

Thank you!

www.portal.p-grade.hu
pgportal@lpds.sztaki.hu
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