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The Higgs potential

2

V SM(�) = �µ2(�†�) + �(�†�)2 )
m2

H = 2�v2{ �SM
3 = �

�SM
4 = �/4{

A low-energy parametrisation of the Higgs potential 

V (H) =
m2

H

2
H2 + �3vH

3 + �4H
4 + . . .

In the Standard Model:

i.e., fixing v and mH , uniquely determines both λ3 and λ4 . 

v2 = µ2/�

That means that by measuring λ3 and λ4 one can test the SM, yet to interpret 
deviations, one needs to “deform it”, i.e. needs to consider a well-defined BSM 
extension. Such extensions will necessarily depend on TH assumptions. 
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The Higgs potential

3

To go Beyond the SM, one can parametrise a generic  potential by expanding it in series: 

V BSM(�) = �µ2(�†�) + �(�†�)2 +
X

n

c2n
⇤2n�4

(�†�� v2

2
)n

so that the basic relations remain the same as in the SM:  !
                              

{
m2

H = 2�v2{v2 = µ2/�

while the λ3 and λ4  are modified with respect to the SM values: 

So for example: adding c6  only!
                              !

i.e., in this case λ3 and λ4 are related.                              !

�4 = �4�
SM
4

{
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Many channels, but small cross sections.!
!
Current limits are on σSM (gg→HH) channel in 
various H decay channels:!

!
CMS     :    σ/σSM  <  74   (bbɣɣ)!
ATLAS :    σ/σSM  <  30   (bbbb)!

!
Remarks:!
1. Interpretations of these bounds in terms of 

BSM always need additional assumptions on 
how the SM has been deformed.!

2. The current most common assumption is just 
a change of   λ3  which leads to a change in σ 
as well as of distributions: !

!

HH at the LHC
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Figure 3: Total cross sections at the LO and NLO in QCD for HH production channels, at the
√

s =14 TeV LHC as a function of the
self-interaction coupling λ. The dashed (solid) lines and light- (dark-)colour bands correspond to the LO (NLO) results and to the scale and
PDF uncertainties added linearly. The SM values of the cross sections are obtained at λ/λSM = 1.
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Note: due to shape changes, it is 
not straightforward to infer a 
bound on λ3 from σ(HH), even 
when σBSM=σ(λ3) only is assumed.
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HH sensitivity in the SMEFT
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Sensitivity plot of σ(HH) in terms of the five relevant 
operators. Coefficients are rescaled so that the ranges 
are comparable. The range of c6  is commensurate to 
that of kλ3 .!
!
Main observations: !
!
1. An accurate measurement of the Higgs self-

couplings will depend on our ability to bound 
several (top-related) SMEFT operators: OtG,OϕG,Otϕ .!

2. Given the current constraints on σ(HH), the Higgs 
self-coupling can be constrained “ignoring” the other 
EFT couplings.!

3. The current “EFT-relevant” range  corresponds to 
values around  -2 ≾ kλ ≾ 4. !

4. A theoretically meaningfully way of interpreting 
models with quite large values for λi is assumed in 
closing down at “EFT-consistent” and “EFT-
relevant” regions.!
!
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Question

Is there any other way of getting 
independent (and useful) information on the 

Higgs self-interactions at the LHC?  

6
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The idea

7

1) Exploit the dependence of single-Higgs (total and differential) cross 
sections and decay rates on the self couplings at NLO (EW) level:

g

g

t
H

H

H

t

g

g

t

H

H

W

W

H

H

W

W

H

H

W

γ

γ

H

H H

2) Combine all the information (rates and distributions) coming from 
the relevant single Higgs channels in a global way.
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Available calculations
Ref Authors Processes Comments

1312.3322 M.McCullough   e+e- → ZH applications at future 
colliders

1607.03773 M.Gorbahn, U.Haisch
gg→H!

H→γγ

approx. two-loop 
results mh →0

1607.04251 G.Degrassi, P.P. Giardino, 
F.M., D.Pagani

gg→H,WH,ZH,VBF, ttH!

H→γγ,WW*/ZZ*→4l, gg
total and diff.

1610.05771 W.Bizon,  M.Gorbahn, 
U.Haisch, G.Zanderighi

WH,ZH,VBF total and diff. +!
effects of QCD corrections
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http://arxiv.org/abs/arXiv:1312.3322
http://arxiv.org/abs/arXiv:1607.03773
http://arxiv.org/abs/arXiv:1607.04251
http://arxiv.org/abs/arXiv:1610.05771
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Master formula

9

of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M0 and the virtual EW amplitude
M1, besides the wave-function-renormalisation constant. The amplitude
M1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M1, which we denote as M1

�
3

, can be obtained for any process
by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�SM

3

) and then rescaling them by a factor �. In order to correctly

identify M1
�SM

3

(the contributions related to the H3 interaction) in the M1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3 -dependent diagrams
are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M1
�
3

and ZH are taken into account,
denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M1
�SM

3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM
NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�
3

⌘ ⌃NLO � ⌃SM
NLO

⌃LO
= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3� ↵
2) terms in the r.h.s, can be compactly written as

�⌃�
3

= (� � 1)C1 + (2� � 1)C2 , (7)

7

For each observable, the corresponding C1 coe�cient is identified as the
contribution linearly proportional to �SM

3 in the NLO EW corrections and
normalised to the LO result as evaluated in the SM.

For any given single-Higgs process, in principle C1 could be evaluated
directly at the level of matrix element in a fully di↵erential way, i.e., point
by point in the phase space

C1({pn}) =
2<(M0⇤M1

�SM

3

)

|M0|2 , (9)

where we have explicitly shown in parentheses the dependence on the exter-
nal momenta {pn} in the Born configuration and understood the sum/average
over helicities and colour states. By integrating over the phase space the
di↵erential ratio in Eq. (9) one would achieve the maximal discriminating
power between the � = 1 hypothesis and the � 6= 1 ones, similarly to
what is typically done in experimental analyses employing matrix-element
methods. However, as first step, it is both useful and convenient to work at
the more inclusive level and directly compute C1 for cross sections or decay
rates integrated over the entire phase space or a portion of it.

For example, in the case of the decays, in this work we limit the discussion
to total rates and define C�

1 as

C�
1 =

R
d� 2<

⇣
M0⇤M1

�SM

3

⌘

R
d� |M0|2 , (10)

where the integration in d� is over the phase space of the final-state particles.
The computation of (total or di↵erential) hadronic cross sections is more

involved w.r.t. the case of the decay widths, because they receive contri-
butions from di↵erent partonic process, which have to be convoluted with
the corresponding parton luminosities and in principle can have di↵erent
C1 terms at the level of matrix elements. For production cross section, C�

1

reads

C�
1 =

P
i,j

R
dx1dx2fi(x1)fj(x2) 2<

⇣
M0⇤

ij M1
�SM

3

,ij

⌘
d�

P
i,j

R
dx1dx2fi(x1)fj(x2) |M0

ij |2d�
, (11)

where the sum is over all the possible ij partonic initial states of the process,
which are convoluted with the corresponding parton distribution functions.

A few comments on the C1 for the various observables considered here
are in order before showing the results. Assuming that all the fermions but
the top quark are massless, the C�

1 for H ! ZZ⇤ ! 4f does not depend on

11

H

t

g

g

t

Process and kinetic dependent
with

C2 =
�ZH

(1� 2��ZH)
. (8)

Before describing the method and results of the calculation of the C1 coef-
ficients, we scrutinise the theoretical robustness of Eq. (6) and its range of
validity. Our aim is to employ Eq. (6) to evaluate the LHC sensitivity on �3

without making “a priori” any assumptions on the value of the parameter
�. We will, however, demand as a consistency constraint that, for large
values of �, �3-dependent terms from O(↵j) corrections with j > 1 do not
overwhelm the e↵ects from the Ci coe�cients. In order to take into account
all the O((2�↵)

n) contributions and perform a resummation of the 2� �ZH

terms in ZH we need to impose that 2� �ZH . 1, i.e., |�| . 25. The cor-
responding parametric uncertainty in ⌃NLO is therefore given by O((3�↵

2))
terms that can be sizeable for large values of �. The size of such missing
terms can be estimated by calculating the di↵erence between �⌃�

3

computed
using Eq. (6) and Eq. (7), or equivalently �(⌃NLO/⌃LO) ' 3�C1�ZH . Re-
quiring this uncertainty to be . 10% and assuming as an order of magnitude
of the two-loop contribution C1�ZH ⇠ 10�5, we find |�| . 20, which we
take as the range of validity of our perturbative calculation.

It is important to note that in an E↵ective-Field-Theory (EFT) approach
much stronger bounds would be set by the requirement that v is the global
minimum and that the Higgs-doublet potential is bounded from below, es-
pecially if only the (�†�)3 operator is included, as done in Ref. [40]. In
this approach the constraint 1 < � < 3 can be derived from the previous
requirements, as demonstrated in Appendix B, where we discuss also further
constraints induced by the size of the Wilson coe�cient in front of (�†�)3

and we present general formulas for �3 and �4 including all the tower of
(�†�)n operators.

At variance with the SM, where the Higgs self coupling and the Higgs
mass are related, in our setup they are two independent parameters. This
in general spoils the renormalisability of the model and makes its parame-
ters sensitive to the UV scales. However, one knows a priori that the �3–
dependent O(↵) corrections to ⌃ in Eq. (6) are finite. The reason is twofold:

i) the LO result does not depend on �3 and therefore no renormalisation
of �3 at NLO is either needed nor possible.

ii) All the counterterms needed at NLO do not contain divergent contri-
butions proportional to the trilinear coupling.

8

H

H H

overall and universal

Similar (but simpler)  formula for C1  of decay widths. !
Note that branching ratios do not depend on C2 
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Technical intermezzo

10

❖ We remind that in general in renormalisable gauge theories is not possible 
to meaningfully isolate effects of specific couplings, at the tree-level or at 
higher orders. Even more troublesome can be to arbitrary “deform” the SM 
by arbitrary changes of couplings and compute loops.  !

❖ A consistent and safe framework to perform higher-order computations is 
that of an EFT, where several NLO (QCD and EW) results are now available.!

❖ In the case of the processes (single Higgs) and the order (NLO) considered 
here, however, we have explicitly verified that the results obtained by 
rescaling λ3  are not only gauge invariant and finite, but also equivalent to 
those obtained, for example, by adding the O6 operator of the SMEFT. !
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Results : total cross sections

11
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Figure 6: Dependence of ���
3

for the relevant production processes at the
LHC as a function of � in the range |�|  20 (left) and zoomed in the
region �2 < � < 8 (right). The style and colour conventions of the lines
are: ggF = solid black, tt̄H = dash-dotted red, VBF = dotted green, ZH
= dashed blue, WH = long-dashed magenta.

vector-boson-fusion, Higgs-strahlung (WH and ZH) and tt̄H production.
In the plot on left we display the ���

3

corrections for the various processes
in the full range of validity of our calculation, �20 . � . 20, while in the
plot on the right we zoom the region �2 < � < 8, where corrections are
within 5% in absolute value.

As can be seen, tt̄H receives positive sizeable corrections (⇠ 20% at
� ⇠ 10), thanks to the large value of C�

1 (tt̄H). For all the other production
processes large corrections can only be negative and only for large value of
|�|. The plots on the right of Fig. 6 shows that ���

3

remains at the percent
level for a quite extended range for the ggF, VBF and V H production modes.
Moreover, for these processes, ���

3

can be zero for values of � 6= 1, i.e.,
di↵erent from the SM prediction. In particular, in the case of gluon-gluon
fusion and VBF, the SM is degenerate with � ⇠ 3, while in the case of V H
production the SM is degenerate with � ⇠ 6. The fact that the degeneracy
appears at di↵erent values � for di↵erent processes is important in order
to be able to lift it.

The results for the decay widths and branching ratios are shown Fig. 7.
We plot (left) �⌃�

3

as a function of � for the decay widths of the rele-
vant modes at the LHC, which we denote as ���

3

, and we show (right) the
analogous quantity (�BR�

3

) for the Branching Ratios (BRs). The quan-
tity �BR�

3

(i) for the Higgs decay into the final-state i can be conveniently
written as

�BR�
3

(i) =
(� � 1)(C�

1 (i)� C�
tot

1 )

1 + (� � 1)C�
tot

1

, (15)

18

C�
1 [%] �� ZZ WW ff̄ gg

on-shell H 0.49 0.83 0.73 0 0.66

Table 1: Values of the C1 factor in units 10�2 for the most relevant decay
modes of the Higgs boson.

C�
1 [%] ggF VBF WH ZH tt̄H

7 TeV 0.66 0.65 1.06 1.23 3.87

8 TeV 0.66 0.65 1.05 1.22 3.78

13 TeV 0.66 0.64 1.03 1.19 3.51

14 TeV 0.66 0.64 1.03 1.18 3.47

Table 2: Same as Tab. 1 for the production modes for pp collisions at centre-
of-mass energies relevant for the LHC.

and C2 factors in Eq. (7), which parametrise the �3-dependent contributions.
The input parameters of our calculation are [53]

Gµ = 1.1663787 · 10�5 GeV�2 , mW = 80.385 GeV , mZ = 91.1876 GeV ,
(12)

with the Higgs boson and the top-quark masses set to

mH = 125 GeV , mt = 172.5 GeV . (13)

All the other fermions are treated as massless. In the production cross
sections, the renormalisation and factorisation scales are both set equal to

µ ⌘ 1

2

X

i

mi , (14)

where mi are the masses of the particle in the final state. As PDF set, we
use the PDF4LHC2015 set [54–57].

The process-independent factor C2 defined in Eq. (8) depends upon �ZH ,
as defined in Eq. (3), and also �. With the parameter inputs used, �ZH =
�1.536 · 10�3, thus C2 can range from C2 = �1.536 · 10�3 for � = 1 up to
C2 = �9.514 · 10�4 for � = ±20.

In Tab. 1 we report the values of the C�
1 term for the most relevant Higgs

decay modes at the LHC, namely, WW , ZZ, ��, ff̄ and also gg, which
yields a non-negligible fraction of the total decay width. In the analyses of
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Figure 6: Dependence of ���
3

for the relevant production processes at the
LHC as a function of � in the range |�|  20 (left) and zoomed in the
region �2 < � < 8 (right). The style and colour conventions of the lines
are: ggF = solid black, tt̄H = dash-dotted red, VBF = dotted green, ZH
= dashed blue, WH = long-dashed magenta.

vector-boson-fusion, Higgs-strahlung (WH and ZH) and tt̄H production.
In the plot on left we display the ���

3

corrections for the various processes
in the full range of validity of our calculation, �20 . � . 20, while in the
plot on the right we zoom the region �2 < � < 8, where corrections are
within 5% in absolute value.

As can be seen, tt̄H receives positive sizeable corrections (⇠ 20% at
� ⇠ 10), thanks to the large value of C�

1 (tt̄H). For all the other production
processes large corrections can only be negative and only for large value of
|�|. The plots on the right of Fig. 6 shows that ���

3

remains at the percent
level for a quite extended range for the ggF, VBF and V H production modes.
Moreover, for these processes, ���

3

can be zero for values of � 6= 1, i.e.,
di↵erent from the SM prediction. In particular, in the case of gluon-gluon
fusion and VBF, the SM is degenerate with � ⇠ 3, while in the case of V H
production the SM is degenerate with � ⇠ 6. The fact that the degeneracy
appears at di↵erent values � for di↵erent processes is important in order
to be able to lift it.

The results for the decay widths and branching ratios are shown Fig. 7.
We plot (left) �⌃�

3

as a function of � for the decay widths of the rele-
vant modes at the LHC, which we denote as ���

3

, and we show (right) the
analogous quantity (�BR�

3

) for the Branching Ratios (BRs). The quan-
tity �BR�

3

(i) for the Higgs decay into the final-state i can be conveniently
written as

�BR�
3

(i) =
(� � 1)(C�

1 (i)� C�
tot

1 )

1 + (� � 1)C�
tot

1

, (15)
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of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M0 and the virtual EW amplitude
M1, besides the wave-function-renormalisation constant. The amplitude
M1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M1, which we denote as M1

�
3

, can be obtained for any process
by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�SM

3

) and then rescaling them by a factor �. In order to correctly

identify M1
�SM

3

(the contributions related to the H3 interaction) in the M1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3 -dependent diagrams
are due not only to the interaction among three physical Higgs fields but
also to the interaction among one physical Higgs and two unphysical scalars,
making the identification less straightforward.

Once all the contributions from M1
�
3

and ZH are taken into account,
denoting as ⌃ a generic cross section for single-Higgs production or a Higgs
decay width, the corrections induced by an anomalous trilinear coupling
modify the LO prediction (⌃LO) according to

⌃NLO = ZH ⌃LO (1 + �C1) , (4)

where the coe�cient C1, which originates from M1
�SM

3

, depends on the pro-

cess and the kinematical observable considered, while ZH is universal, see
Eq. (2). Here and in the following the LO contribution is understood as
including QCD corrections so that the labels LO and NLO refer to EW
corrections. We remind that among all terms contributing to the complete
EW corrections we consider only the part relevant for our discussion, i.e.,
the one related to the Higgs trilinear interaction. The ⌃NLO in the SM can
be obtained from Eq. (4) setting � = 1 and expanding the ZH factor, or

⌃SM
NLO = ⌃LO (1 + C1 + �ZH) . (5)

Thus, the relative corrections induced by an anomalous trilinear Higgs self-
coupling can be expressed as

�⌃�
3

⌘ ⌃NLO � ⌃SM
NLO

⌃LO
= ZH � (1 + �ZH) + (ZH� � 1)C1 , (6)

which, neglecting O(3� ↵
2) terms in the r.h.s, can be compactly written as

�⌃�
3

= (� � 1)C1 + (2� � 1)C2 , (7)

7

C�
1 [%] �� ZZ WW ff̄ gg

on-shell H 0.49 0.83 0.73 0 0.66

Table 1: Values of the C1 factor in units 10�2 for the most relevant decay
modes of the Higgs boson.

C�
1 [%] ggF VBF WH ZH tt̄H

7 TeV 0.66 0.65 1.06 1.23 3.87

8 TeV 0.66 0.65 1.05 1.22 3.78

13 TeV 0.66 0.64 1.03 1.19 3.51

14 TeV 0.66 0.64 1.03 1.18 3.47

Table 2: Same as Tab. 1 for the production modes for pp collisions at centre-
of-mass energies relevant for the LHC.

and C2 factors in Eq. (7), which parametrise the �3-dependent contributions.
The input parameters of our calculation are [53]

Gµ = 1.1663787 · 10�5 GeV�2 , mW = 80.385 GeV , mZ = 91.1876 GeV ,
(12)

with the Higgs boson and the top-quark masses set to

mH = 125 GeV , mt = 172.5 GeV . (13)

All the other fermions are treated as massless. In the production cross
sections, the renormalisation and factorisation scales are both set equal to

µ ⌘ 1

2

X

i

mi , (14)

where mi are the masses of the particle in the final state. As PDF set, we
use the PDF4LHC2015 set [54–57].

The process-independent factor C2 defined in Eq. (8) depends upon �ZH ,
as defined in Eq. (3), and also �. With the parameter inputs used, �ZH =
�1.536 · 10�3, thus C2 can range from C2 = �1.536 · 10�3 for � = 1 up to
C2 = �9.514 · 10�4 for � = ±20.

In Tab. 1 we report the values of the C�
1 term for the most relevant Higgs

decay modes at the LHC, namely, WW , ZZ, ��, ff̄ and also gg, which
yields a non-negligible fraction of the total decay width. In the analyses of
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Results : differential production
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C�
1 [%] 25 GeV 50 GeV 100 GeV 200 GeV 500 GeV

WH 1.71 (0.11) 1.56 (0.34) 1.29 (0.72) 1.09 (0.94) 1.03 (0.99)

ZH 2.00 (0.10) 1.83 (0.33) 1.50 (0.71) 1.26 (0.94) 1.19 (0.99)

tt̄H 5.44 (0.04) 5.14 (0.17) 4.66 (0.48) 3.95 (0.84) 3.54 (0.99)

Table 3: C�
1 at 13 TeV obtained by imposing the cut pT (H) < pT,cut, for

several values of pT,cut. In parentheses the fraction of events left after the
quoted cut is applied.

C�
1 [%] 1.1 1.2 1.5 2 3

WH 1.78 (0.17) 1.60 (0.36) 1.32 (0.70) 1.15 (0.89) 1.06 (0.97)

ZH 2.08 (0.19) 1.86 (0.38) 1.51 (0.72) 1.31 (0.90) 1.22 (0.98)

tt̄H 8.57 (0.02) 7.02 (0.10) 5.11 (0.43) 4.12 (0.76) 3.64 (0.94)

Table 4: C�
1 at 13 TeV obtained by imposing the cut mtot < K · mthr,

for several values of K. In parentheses the fraction of events left after the
quoted cut is applied.

pendence of the C1 coe�cients can be studied. To this purpose, we evaluate
C�
1 for these processes imposing an upper cut on the transverse momentum

of the Higgs or on the total invariant mass of the final state. The results
obtained for 13-TeV collisions are shown in Tabs. 3 and 4, for the cases
pT (H) < pT,cut and mtot < K ·mthr, being mthr the threshold of the specific
process. C�

1 is strongly enhanced when energetic configurations are vetoed.
In this respect, boosted configurations, which feature a smaller cross section
and a milder dependence on �, are certainly not optimal to detect devi-
ations in the Higgs trilinear coupling. On the other hand, the selection of
threshold regions may improve the sensitivity on �. Results for VBF have
not been included in the table because the dependence on the cuts turns
out to be very mild (very few percentages with respect to the value in table
2), as expected from the fact that the �3 dependence involves HV V vertex
corrections, which are not connected with the quark lines.

We turn now to the presentation and discussion of the results for pro-
duction and decay. We first consider the corrections ���

3

to the various
channels as defined in Eq. (6). In Fig. 6 we plot ���

3

as a function of � for
the relevant production processes at the LHC, namely, gluon–gluon fusion,
vector-boson-fusion, Higgs-strahlung (WH and ZH) and tt̄H production.
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3

to the various
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as a function of � for
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Figure 3: Sample of �SM
3 -dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW ⇤ ! 4f . In the
case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V ⇤ ! 4f), the �3-dependent parts in M1

�SM

3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due

12

The largest effects are non-local and at threshold:  corrections to ttH and HV processes 
can be seen as induced by a Yukawa potential, giving a Sommerfeld enhancement when 
the final states are non relativistic.!
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Results: Decay rates
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Figure 6: Dependence of ���
3

for the relevant production processes at the
LHC as a function of � in the range |�|  20 (left) and zoomed in the
region �2 < � < 8 (right). The style and colour conventions of the lines
are: ggF = solid black, tt̄H = dash-dotted red, VBF = dotted green, ZH
= dashed blue, WH = long-dashed magenta.

vector-boson-fusion, Higgs-strahlung (WH and ZH) and tt̄H production.
In the plot on left we display the ���

3

corrections for the various processes
in the full range of validity of our calculation, �20 . � . 20, while in the
plot on the right we zoom the region �2 < � < 8, where corrections are
within 5% in absolute value.

As can be seen, tt̄H receives positive sizeable corrections (⇠ 20% at
� ⇠ 10), thanks to the large value of C�

1 (tt̄H). For all the other production
processes large corrections can only be negative and only for large value of
|�|. The plots on the right of Fig. 6 shows that ���

3

remains at the percent
level for a quite extended range for the ggF, VBF and V H production modes.
Moreover, for these processes, ���

3

can be zero for values of � 6= 1, i.e.,
di↵erent from the SM prediction. In particular, in the case of gluon-gluon
fusion and VBF, the SM is degenerate with � ⇠ 3, while in the case of V H
production the SM is degenerate with � ⇠ 6. The fact that the degeneracy
appears at di↵erent values � for di↵erent processes is important in order
to be able to lift it.

The results for the decay widths and branching ratios are shown Fig. 7.
We plot (left) �⌃�

3

as a function of � for the decay widths of the rele-
vant modes at the LHC, which we denote as ���

3

, and we show (right) the
analogous quantity (�BR�

3

) for the Branching Ratios (BRs). The quan-
tity �BR�

3

(i) for the Higgs decay into the final-state i can be conveniently
written as

�BR�
3

(i) =
(� � 1)(C�

1 (i)� C�
tot

1 )

1 + (� � 1)C�
tot

1

, (15)
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Table 1: Values of the C1 factor in units 10�2 for the most relevant decay
modes of the Higgs boson.

C�
1 [%] ggF VBF WH ZH tt̄H

7 TeV 0.66 0.65 1.06 1.23 3.87

8 TeV 0.66 0.65 1.05 1.22 3.78

13 TeV 0.66 0.64 1.03 1.19 3.51

14 TeV 0.66 0.64 1.03 1.18 3.47

Table 2: Same as Tab. 1 for the production modes for pp collisions at centre-
of-mass energies relevant for the LHC.

and C2 factors in Eq. (7), which parametrise the �3-dependent contributions.
The input parameters of our calculation are [53]

Gµ = 1.1663787 · 10�5 GeV�2 , mW = 80.385 GeV , mZ = 91.1876 GeV ,
(12)

with the Higgs boson and the top-quark masses set to

mH = 125 GeV , mt = 172.5 GeV . (13)

All the other fermions are treated as massless. In the production cross
sections, the renormalisation and factorisation scales are both set equal to

µ ⌘ 1

2

X

i

mi , (14)

where mi are the masses of the particle in the final state. As PDF set, we
use the PDF4LHC2015 set [54–57].

The process-independent factor C2 defined in Eq. (8) depends upon �ZH ,
as defined in Eq. (3), and also �. With the parameter inputs used, �ZH =
�1.536 · 10�3, thus C2 can range from C2 = �1.536 · 10�3 for � = 1 up to
C2 = �9.514 · 10�4 for � = ±20.

In Tab. 1 we report the values of the C�
1 term for the most relevant Higgs

decay modes at the LHC, namely, WW , ZZ, ��, ff̄ and also gg, which
yields a non-negligible fraction of the total decay width. In the analyses of
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Figure 7: Dependence of ���
3

for the relevant decay widths (right) and
corresponding �BR�

3

as defined in Eq. (15) (left). The solid black line
represents �ff̄ , the long-dashed red line �WW , the dashed blue line �ZZ and
the dotted green line ��� .

where we have defined C�
tot

1 ⌘ P
j BR

SM(j)C�
1 (j) and with our input pa-

rameters C�
tot

1 = 2.3 · 10�3. The quantity C�
tot

1 , which actually is the C1

term for the total decay width, is very small since C�
1 (bb̄) = 0 and bb̄ is the

dominant decay channel. Note that, although the H ! gg decay is not phe-
nomenologically relevant, the total decay width does depend on ���

3

(gg),
since �gg yields a non-negligible fraction (8.5 %) of �tot.

Figure 7 shows that the corrections to the partial widths can reach up
to �40% or �50% for � ⇠ �20, while for � > 0 the corrections are
smaller due to the di↵erent sign of the contributions depending on C�

1 and
C2. The only exception is ���

3

(ff̄), which is symmetric since C�
1 (ff̄)=0.

On the other hand, the corrections to the branching ratios �BR�
3

, which
are more important than ���

3

from a phenomenological point of view, are
much smaller, reaching up to ⇠ 10% for BR(ZZ). The reasons behind the
smallness of the �BR�

3

are two. First, as explicitly shown in Eq. (15) �BR�
3

depends only linearly upon �, since the contribution of the wave function
renormalisation constant cancels in the ratio. Second, the C1 coe�cients
have the same sign and therefore there is a partial cancellation in the ra-
tio. In any case, it is interesting to note that in the range of � shown in
the right-hand plot of Fig. 6, apart from tt̄H, the terms �BR�

3

are of the
same size or larger than ���

3

. In other words, in the range close to the SM
predictions, the decays modes are more sensitive to � than the production
processes.
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Further questions
!
! ! ! ! ! !

•Is the sensitivity of the various processes large enough to set constraints? !
!

•Can we start to exploit such a sensitivity now, to close the gap between 
the current bounds (|kλ| ≲ 10-20) and the EFT-relevant region (-2≲kλ≲4 )?!
!

•What are the minimal theoretical assumptions that are needed to 
guarantee that the interpretations at large values of kλ  are robust?

14
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The first global sensitivity study
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Figure 7: Best fit values of �i · B f for each specific channel i ! H ! f , as obtained from the generic paramet-
erisation with 23 parameters for the combination of the ATLAS and CMS measurements. The error bars indicate
the 1� intervals. The fit results are normalised to the SM predictions for the various parameters and the shaded
bands indicate the theoretical uncertainties in these predictions. Only 20 parameters are shown because some are
either not measured with a meaningful precision, in the case of the H ! ZZ decay channel for the WH, ZH, and
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case of the H ! bb decay mode for the ggF and VBF production processes.
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Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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5 Constrains on �3: present and future

In this section we describe the method and the results of a simplified fit we
have performed in order to estimate the limits that can be set on � with
our approach. Our analysis is based on the experimental results presented
in Tab. 8 of Ref. [5]. We also estimate the expected limits that could be
obtained at LHC Run-II at 300 fb�1 and 3000 fb�1 of luminosity.

The key aspect of our approach is that the predictions for all the avail-
able production and decay channels depend on a single parameter (�) and
therefore a global fit can be in principle very powerful in constraining the
Higgs trilinear coupling. As our aim is mostly illustrative, we want to assess
the competitiveness of our method rather than trying to obtain the best
and most robust bounds. To this purpose, we make a series of simplify-
ing approximations. For example, being usually quite small (see Fig. 7 of
Ref. [5]), we ignore correlations between the di↵erent uncertainties of a single
measurement or between the measurements of the di↵erent observables.

The basic inputs of our analysis are the signal-strength parameters µf
i ,

which are defined for any specific combination of production and decay chan-
nel i ! H ! f as

µf
i ⌘ µi ⇥ µf =

�(i)

�(i)SM
⇥ BR(f)

BRSM(f)
. (16)

The quantities µi and µf are the production cross section �(i) (i = ggF,
VBF, WH, ZH, tt̄H) and the BR(f) (f = ��, ZZ,WW, bb̄, ⌧⌧) normalised
to their SM values, respectively. Assuming on-shell production, the product
µi ⇥ µf is therefore the rate for the i ! H ! f process normalised to the
corresponding SM prediction.

Using Eq. (6) and Eq. (15), µi and µf , which enter the definition of µf
i

in Eq. (16), can be expressed as

µi = 1 + ���
3

(i) ,

µf = 1 + �BR�
3

(f) . (17)

By definition, µf
i = µi = µf = 1 in the SM.

In the following we denote the measured signal strengths as µ̄f
i . Given

a collection of µ̄f
i measurements {µ̄f

i }, we define as best value of � the one
that minimises the �2(�) function defined as

�2(�) ⌘
X

µ̄f
i 2{µ̄

f
i }

(µf
i (�)� µ̄f

i )
2

(�f
i (�))

2
, (18)
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We have performed a first sensitivity 
study using the 8 TeV data on rates 
and projecting on the future LHC 
measurements. !
We performed a one-parameter fit, 
assuming the other Higgs couplings to 
be SM like. 
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Rates: μif(kλ)
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An animation can be found here

gg VBF WH ZH ttH

�� ZZ WW ff gg

0 5 10 15 20 25

0.95

1.00

1.05

1.10

kλ=2

gg VBF WH ZH ttH

�� ZZ WW ff gg

0 5 10 15 20 25

0.95

1.00

1.05

1.10

kλ=0

gg VBF WH ZH ttH

�� ZZ WW ff gg

0 5 10 15 20 25

0.9

1.0

1.1

1.2

1.3

kλ=10

gg VBF WH ZH ttH

�� ZZ WW ff gg

0 5 10 15 20 25

0.5

0.6

0.7

0.8

0.9

1.0

1.1

kλ=-9μif

μif

μif

μif

https://dl.dropboxusercontent.com/u/13758136/ecg.mov


LHC HXSWG - HH - 12 Dec 2016      ! ! ! ! !       ! ! ! !       Fabio Maltoni17

5 Constrains on �3: present and future

In this section we describe the method and the results of a simplified fit we
have performed in order to estimate the limits that can be set on � with
our approach. Our analysis is based on the experimental results presented
in Tab. 8 of Ref. [5]. We also estimate the expected limits that could be
obtained at LHC Run-II at 300 fb�1 and 3000 fb�1 of luminosity.

The key aspect of our approach is that the predictions for all the avail-
able production and decay channels depend on a single parameter (�) and
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to their SM values, respectively. Assuming on-shell production, the product
µi ⇥ µf is therefore the rate for the i ! H ! f process normalised to the
corresponding SM prediction.

Using Eq. (6) and Eq. (15), µi and µf , which enter the definition of µf
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in Eq. (16), can be expressed as
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a collection of µ̄f
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Figure 8: Left: �2 for the di↵erent sets of observables presented in Tab. 5:
the dotted red line represents P1, the solid black line P2, the dashed magenta
line P3, and the blue dash-dotted line P4. The two horizontal lines represent
��2 = 1 and ��2 = 3.84. Right: corresponding p-value. The various Pn

data sets are colour-coded in the same way. The horizontal line is p = 0.05.

For the Future scenarios, we consider

• F1: “CMS-II” (300 fb�1),

• F2: “CMS-HL-II” (3000 fb�1),

as presented in Tab. 1 of Ref. [9]. A summary of the sets of data used in
each fit is presented in Tab. 5.

As shown in Fig. 8, we identify the 1� and 2� intervals assuming a �2

distribution. Following this procedure and using the gluon-gluon-fusion and
VBF data from Tab. 8 of Ref. [5] (scenario P2 in Tab. 5) we obtain

best� = �0.24 , 1�� = [�5.6, 11.2] , 2�� = [�9.4, 17.0] , (19)

where the best� is the best value and 1�� , 2�� are respectively the 1� and
2� intervals. The choice of P2 as reference set is motivated by the measured
significance for the di↵erent production processes, which is at the moment
above 5� only for ggF and VBF (see Tab. 14 in Ref. [5]). Moreover, P2

returns the most stringent values for 1�� and 2�� . The other data sets
presented in Tab. 5 are reported in Fig. 8. Notice how the minimum of the
distribution in the figure jumps to ⇠ 10 when the tt̄H production channel
is included. This e↵ect originates from the anomalous values presented in
Ref. [5] for µ̄f

tt̄H
, especially with f = WW . Similarly, the low compatibility

of µ̄f
V H with SM predictions is the reason behind larger 1�� and 2�� intervals

in P3.
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Figure 9: In the left and right plots, respectively �2(�) and p-value(�) for
“CMS-II” (solid black line) and “CMS-HL-II” (blue dashed line)

In order to ascertain the goodness of our fit, we computed the p-value
as a function of �:

p-value(�) = 1� F�2

(n)

(�2(�)) , (20)

where F�2

(n)

(�2(�)) is the cumulative distribution function for a �2 distri-

bution with n degrees of freedom, computed at �2(�). In the right-hand
side of Fig. 8 we report the p-value(�) corresponding to di↵erent data sets.
Requiring that p > 0.05, we are able to exclude, at more than 2�, that a
model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives

1�� = [�1.8, 7.3] , 2�� = [�3.5, 9.6] , p>0.05
� = [�6.7, 13.8] , (21)

while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
� = [�4.1, 9.8] . (22)

This simplified approach provides a first (rough) idea of the typical intervals
that can be expected. A more reliable approach consists of considering, still
within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f

i },

23

ggF

ggF+VBF

ggF+VBF+VH

ggF+VBF+VH+ttH

-20 -10 10 20
kl

2

4

6

8

10

Dc2

ggF

ggF+VBF

ggF+VBF+VH

ggF+VBF+VH+ttH

-20 -10 10 20
kl

0.2

0.4

0.6

0.8

1.0

p-value

Figure 8: Left: �2 for the di↵erent sets of observables presented in Tab. 5:
the dotted red line represents P1, the solid black line P2, the dashed magenta
line P3, and the blue dash-dotted line P4. The two horizontal lines represent
��2 = 1 and ��2 = 3.84. Right: corresponding p-value. The various Pn

data sets are colour-coded in the same way. The horizontal line is p = 0.05.

For the Future scenarios, we consider

• F1: “CMS-II” (300 fb�1),

• F2: “CMS-HL-II” (3000 fb�1),

as presented in Tab. 1 of Ref. [9]. A summary of the sets of data used in
each fit is presented in Tab. 5.

As shown in Fig. 8, we identify the 1� and 2� intervals assuming a �2

distribution. Following this procedure and using the gluon-gluon-fusion and
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where the best� is the best value and 1�� , 2�� are respectively the 1� and
2� intervals. The choice of P2 as reference set is motivated by the measured
significance for the di↵erent production processes, which is at the moment
above 5� only for ggF and VBF (see Tab. 14 in Ref. [5]). Moreover, P2
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presented in Tab. 5 are reported in Fig. 8. Notice how the minimum of the
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H ! �� H ! ZZ H ! WW H ! ⌧⌧ H ! bb̄

ggF P1,2,3,4; F1,2 P1,2,3,4; F1,2 P1,2,3,4; F1,2 P1,2,3,4; F1 —

VBF P2,3,4; F1,2 P2,3,4; F1,2 P2,3,4; F1,2 P2,3,4; F1,2 —

WH P3,4 — P3,4 P3,4 P3,4;F1,2

ZH P3,4 — P3,4 P3,4 P3,4

tt̄H P4; F1,2 — P4 P4 P3,4;F1,2

Table 5: Combinations of production and decay modes used in the di↵erent
analyses. Each Pn identifies one of our four di↵erent sets of Present data
taken from Ref. [5]. F1 and F2 respectively correspond to the Future sce-
narios “CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1) as presented in
Tab. 1 of Ref. [9].

where µf
i (�) is obtained using Eqs. (16) and (17), and �f

i (�) is the total

uncertainty of µf
i . Di↵erent sources of uncertainties enter in the determina-

tion of �f
i (�), namely, the experimental uncertainty in the measurement of

µf
i , the SM theory uncertainties associated to the particular channel µi⇥µf

(scale, PDFs and ↵s), and the �-dependent uncertainty associated to miss-
ing higher orders, the O(3�↵

2) terms discussed in Sec. 2. The first two
types of uncertainty are reported already combined in Ref. [5], and divided
in experimental and theoretical errors in Ref. [9]. For the third type of un-
certainty, we adopt the parametrization 1p

3
3�C1�ZH , where the C1 depends

on the observable and �ZH is defined in Eq. (3). It has to be kept in mind,
however, that the results of our analysis show a very mild dependence on
this uncertainty. 3

In order to evaluate the impact of the di↵erent production channels on
the fit to the Present data, we consider four di↵erent sets, with an increasing
number of included production channels:

• P1: ggF,

• P2: ggF+VBF,

• P3: ggF+VBF+V H,

• P4: ggF+VBF+V H+tt̄H.

3The prefactor 1/
p
3 is included so that the uncertainty very closely corresponds to

the di↵erence between Eq. 6 and Eq. 7.
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In order to ascertain the goodness of our fit, we computed the p-value
as a function of �:

p-value(�) = 1� F�2

(n)

(�2(�)) , (20)

where F�2

(n)

(�2(�)) is the cumulative distribution function for a �2 distri-

bution with n degrees of freedom, computed at �2(�). In the right-hand
side of Fig. 8 we report the p-value(�) corresponding to di↵erent data sets.
Requiring that p > 0.05, we are able to exclude, at more than 2�, that a
model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives

1�� = [�1.8, 7.3] , 2�� = [�3.5, 9.6] , p>0.05
� = [�6.7, 13.8] , (21)

while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
� = [�4.1, 9.8] . (22)

This simplified approach provides a first (rough) idea of the typical intervals
that can be expected. A more reliable approach consists of considering, still
within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f

i },
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The first global sensitivity study
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5 Constrains on �3: present and future

In this section we describe the method and the results of a simplified fit we
have performed in order to estimate the limits that can be set on � with
our approach. Our analysis is based on the experimental results presented
in Tab. 8 of Ref. [5]. We also estimate the expected limits that could be
obtained at LHC Run-II at 300 fb�1 and 3000 fb�1 of luminosity.

The key aspect of our approach is that the predictions for all the avail-
able production and decay channels depend on a single parameter (�) and
therefore a global fit can be in principle very powerful in constraining the
Higgs trilinear coupling. As our aim is mostly illustrative, we want to assess
the competitiveness of our method rather than trying to obtain the best
and most robust bounds. To this purpose, we make a series of simplify-
ing approximations. For example, being usually quite small (see Fig. 7 of
Ref. [5]), we ignore correlations between the di↵erent uncertainties of a single
measurement or between the measurements of the di↵erent observables.

The basic inputs of our analysis are the signal strength parameters µf
i ,

which are defined for any specific combination of production and decay chan-
nel i ! H ! f as

µf
i ⌘ µi ⇥ µf =

�(i)

�(i)SM
⇥ BR(f)

BRSM(f)
. (16)

The quantities µi and µf are the production cross section �(i) (i = ggF,
VBF, WH, ZH, tt̄H) and the BR(f) (f = ��, ZZ,WW, bb̄, ⌧⌧) normalised
to their SM values, respectively. Assuming on-shell production, the product
µi ⇥ µf is therefore the rate for the i ! H ! f process normalised to the
corresponding SM prediction.

Using Eq. (6) and Eq. (15), µi and µf , which enter the definition of µf
i

in Eq. (16), can be expressed as

µi = 1 + ���
3

(i) ,

µf = 1 + �BR�
3

(f) . (17)

By definition, µf
i = µi = µf = 1 in the SM.

In the following we denote the measured signal strengths as µ̄f
i . Given

a collection of µ̄f
i measurements {µ̄f

i }, we define as best value of � the one
that minimises the �2(�) function defined as

�2(�) ⌘
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µ̄f
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Figure 9: In the left and right plots, respectively �2(�) and p-value(�) for
“CMS-II” (solid black line) and “CMS-HL-II” (blue dashed line)

In order to ascertain the goodness of our fit, we computed the p-value
as a function of �:

p-value(�) = 1� F�2

(n)

(�2(�)) , (20)

where F�2

(n)

(�2(�)) is the cumulative distribution function for a �2 distri-

bution with n degrees of freedom, computed at �2(�). In the right-hand
side of Fig. 8 we report the p-value(�) corresponding to di↵erent data sets.
Requiring that p > 0.05, we are able to exclude, at more than 2�, that a
model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives

1�� = [�1.8, 7.3] , 2�� = [�3.5, 9.6] , p>0.05
� = [�6.7, 13.8] , (21)

while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
� = [�4.1, 9.8] . (22)

This simplified approach provides a first (rough) idea of the typical intervals
that can be expected. A more reliable approach consists of considering, still
within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f

i },
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model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives
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while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
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that can be expected. A more reliable approach consists of considering, still
within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f
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bution with n degrees of freedom, computed at �2(�). In the right-hand
side of Fig. 8 we report the p-value(�) corresponding to di↵erent data sets.
Requiring that p > 0.05, we are able to exclude, at more than 2�, that a
model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives

1�� = [�1.8, 7.3] , 2�� = [�3.5, 9.6] , p>0.05
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while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
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within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f
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(�2(�)) is the cumulative distribution function for a �2 distri-

bution with n degrees of freedom, computed at �2(�). In the right-hand
side of Fig. 8 we report the p-value(�) corresponding to di↵erent data sets.
Requiring that p > 0.05, we are able to exclude, at more than 2�, that a
model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives

1�� = [�1.8, 7.3] , 2�� = [�3.5, 9.6] , p>0.05
� = [�6.7, 13.8] , (21)

while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
� = [�4.1, 9.8] . (22)

This simplified approach provides a first (rough) idea of the typical intervals
that can be expected. A more reliable approach consists of considering, still
within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f
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as a function of �:
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(�2(�)) is the cumulative distribution function for a �2 distri-

bution with n degrees of freedom, computed at �2(�). In the right-hand
side of Fig. 8 we report the p-value(�) corresponding to di↵erent data sets.
Requiring that p > 0.05, we are able to exclude, at more than 2�, that a
model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives

1�� = [�1.8, 7.3] , 2�� = [�3.5, 9.6] , p>0.05
� = [�6.7, 13.8] , (21)

while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
� = [�4.1, 9.8] . (22)

This simplified approach provides a first (rough) idea of the typical intervals
that can be expected. A more reliable approach consists of considering, still
within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f
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In order to ascertain the goodness of our fit, we computed the p-value
as a function of �:

p-value(�) = 1� F�2

(n)

(�2(�)) , (20)

where F�2
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(�2(�)) is the cumulative distribution function for a �2 distri-

bution with n degrees of freedom, computed at �2(�). In the right-hand
side of Fig. 8 we report the p-value(�) corresponding to di↵erent data sets.
Requiring that p > 0.05, we are able to exclude, at more than 2�, that a
model with an anomalous coupling � < �14.3 can explain the data in P2.

We repeat the same procedure for ATLAS and CMS at 300 fb�1 and
3000 fb�1, using the uncertainties reported in Tab. 1 of [9] and, as a first
step, assuming that the central value of the measurements in every channel
coincides with the predictions of the SM. In Fig. 9 we report the two cases
“CMS-II” (300 fb�1) and “CMS-HL-II” (3000 fb�1).

Within this approach, best values are by definition: best� = 1. For the
1� and 2� intervals, and for the region where the p-value is larger than 0.05,
we find that the “CMS-II” (300 fb�1) case gives

1�� = [�1.8, 7.3] , 2�� = [�3.5, 9.6] , p>0.05
� = [�6.7, 13.8] , (21)

while for the “CMS-HL-II” (3000 fb�1) we obtain

1�� = [�0.7, 4.2] , 2�� = [�2.0, 6.8] , p>0.05
� = [�4.1, 9.8] . (22)

This simplified approach provides a first (rough) idea of the typical intervals
that can be expected. A more reliable approach consists of considering, still
within the SM assumption, all the possible central values that could be mea-
sured. To this aim, we produce a collection of pseudo-measurements {µ̄f
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A few comments
❖ Our first sensitivity study using only total rates at 8 TeV indicates the possibility of exploiting the 

precision of single Higgs measurements to independently bound the trilinear self coupling.!

❖ The structure of the corrections in ggH, ZH,WH, ttH and in the decays, shows that a sensitivity 
would remain in principle even if the SM assumption for the other Higgs couplings, for example 
in case kV and kt , is lifted. !

❖ The importance of studying threshold regions for VH and ttH has been highlighted to provide 
further information.!

❖ Our calculations are per-se independent of the interpretational framework (k-framework, linear 
EFT, non-linear EFT) and can be used in any of them. However, one should keep in mind that the 
validity of the loop expansion and the maximal acceptable range of kλ depend on the assumptions 
inherent in the interpretations.!

❖ The reliability of the interpretations at the current limits on kλ is a model-dependent matter, 
common to single-H and HH studies. Models exist in the literature (portal models, accidentally 
light Higgs [Da liu et al, 1603.03064]) where effects in the Higgs potential can be sizeable and  
parametrically larger than those on the other couplings.
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http://arxiv.org/abs/arXiv:1603.03064


LHC HXSWG - HH - 12 Dec 2016      ! ! ! ! !       ! ! ! !       Fabio Maltoni

Conclusions and Outlook
❖ We have put forward the idea (and performed the corresponding 

calculations) of using the sensitivity of single-Higgs processes at NLO to 
the Higgs trilinear coupling to gather information on the Higgs potential. !

❖ Our first exploration on the sensitivity shows that the method is 
promising and could become complementary to that of the direct HH 
measurements. Other recent studies support this conclusion. !

❖ More work is needed on several important aspects:  methodological (the 
use of distributions, progressively relaxing SM assumptions on other 
couplings,…), experimental (insertion and verification of sensitivity in the 
global fits,…) and theoretical (range of validity of the EFT expansions, 
relevance for actual models, …).
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Thanks 
❖ Thanks to the HH subgroup for organising a discussion on this proposal.!

❖ Thanks to HH and Single-H collaborators : Davide, Giuseppe, Pier Paolo, 
Eleni Vryonidou, Ambresh Shivaji, Xiaoran Zhao, …!

❖ I am thankful for enlightening, patient and always very constructive 
discussions with:!
❖ Christophe Grojean!
❖ Roberto Contino!
❖ Riccardo Rattazzi!
❖ David Marzocca!
❖ Andre David!
❖ Uli Haisch!
❖ …
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