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Underlying Event (MPI)

• Multiple parton interactions in same collision

✤ Depends on density profile of proton

• Assume QCD 2-to-2 secondary collisions

✤ Need cutoff at low pT

• Need to model colour flow

✤ Colour reconnections are necessary

LHC Simulations 3 Bryan Webber

Multiparton Interaction Model (PYTHIA/JIMMY)

For small pt min and high energy inclusive parton—parton 

cross section is larger than total proton—proton cross 

section.

!More than one parton—parton scatter per proton—proton

Need a model of spatial distribution within proton

! Perturbation theory gives n-scatter distributions
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Underlying Event

ATLAS, JHEP 03(2017)157
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Figure 5: Mean densities of charged-particle multiplicity Nch (left) and
P

pT (right) as a function of leading charged-
particle pT, in the trans-min (top), trans-max (middle) and trans-di↵ (bottom) azimuthal regions. The error bars on
data points represent statistical uncertainty and the blue band the total combined statistical and systematic uncer-
tainty.
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Figure 5: Mean densities of charged-particle multiplicity Nch (left) and
P

pT (right) as a function of leading charged-
particle pT, in the trans-min (top), trans-max (middle) and trans-di↵ (bottom) azimuthal regions. The error bars on
data points represent statistical uncertainty and the blue band the total combined statistical and systematic uncer-
tainty.
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�����

leading charged particle

towards
|��| < 60�

away
|��| > 120�

transverse (max)
60� < |��| < 120�

transverse (min)
60� < |��| < 120�

Figure 1: Definition of regions in the azimuthal angle with respect to the leading (highest-pT) charged particle,
with arrows representing particles associated with the hard scattering process and the leading charged particle
highlighted in red. Conceptually, the presence of a hard-scatter particle on the right-hand side of the transverse
region, increasing its

P
pT, typically leads to that side being identified as the “trans-max” and hence the left-hand

side as the “trans-min”, with maximum sensitivity to the UE.

illustrated in Figure 1, the azimuthal angular di↵erence with respect to the leading (highest-pT) charged
particle, |��| = |� � �lead|, is used to define the regions:

• |��| < 60�, the “towards region”;

• 60� < |��| < 120�, the “transverse region”; and

• |��| > 120�, the “away region”.

As the scale of the hard scattering increases, the leading charged particle acts as a convenient indic-
ator of the main flow of hard-process energy. The towards and away regions are dominated by particle
production from the hard process and are hence relatively insensitive to the softer UE. In contrast, the
transverse region is more sensitive to the UE, and observables defined inside it are the primary focus of
UE measurements.

A further refinement is to distinguish on a per-event basis between the more and the less active sides of the
transverse region [15, 16], defined in terms of their relative scalar sums of primary charged-particle pT and
termed “trans-max” and “trans-min” respectively. The trans-min region is relatively insensitive to wide-
angle emissions from the hard process, and the di↵erence between trans-max and trans-min observables
(termed the “trans-di↵”) hence represents the e↵ects of hard-process contamination. In this analysis, an
event must have a non-zero primary charged-particle multiplicity in the trans-min region in order to be
included in either the trans-min, -max, or -di↵ observables.
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to remark that the fraction of WW events with non-
vanishing colour length drop is slightly higher than for
the dijet case. Nevertheless, the vast majority of WW
events is not a↵ected by colour reconnection, too.

3.2 Classification of clusters

i�typ
e cluster

h�type
cluster

n�type
cluster

Fig. 7 Classification of colour clusters in a hadron collision
event, which, in this example, consists of the primary subpro-
cess (left) and one additional parton interaction. The grey-
shaded area denotes non-perturbative parts of the simula-
tion. The three clusters represent the cluster classes defined
in Sec. 3.2: n-type (blue), i-type (red) and h-type clusters
(orange).

These results generically raise the question which
mechanism in the hadron event generation is respon-
sible for these overly heavy clusters. To gain access to
this issue, we classify all clusters by their ancestors in
the event history. A sketch of the three types of clusters
in shown in Fig. 7.

– The first class are the clusters consisting of partons
emitted perturbatively in the same partonic subpro-
cess. We call them h-type (hard) clusters.

– The second class of clusters are the subprocesses-
interconnecting clusters, which combine par-
tons generated perturbatively in di↵erent par-
tonic subprocesses. They are labelled as i-type
(interconnecting) clusters.

– The remaining clusters, which can occur in hadron
collision events, are composed of at least one par-
ton created non-perturbatively, i.e. during the ex-
traction of partons from the hadrons or in soft scat-
ters. In what follows, these clusters are called n-type
(non-perturbative) clusters.

100 101 102 103

m
cut

/GeV

0.0

0.2

0.4

0.6

0.8

1.0

f i

n-type
i-type
h-type

Fig. 8 Cluster fraction functions, defined in Eq. (6), for LHC
dijet events at 7 TeV.

First we use this classification to analyse hadron
collision events as they are immediately before colour
rearrangement. For that purpose, we define the cluster
fraction functions

fa(m
cut

) ⌘ Na(m
cut

)
. X

b=h,i,n

Nb(mcut

) =
Na(m

cut

)

N
cl

,

(6)

where Na(m
cut

) is the number of a-type clusters (a =
h, i, n) with m � m

cut

, counted in a su�ciently large
number of events1. For instance, fi(100 GeV) = 0.15
says 15 % of all clusters with a mass larger than
100 GeV are subprocess-interconnecting clusters. By
construction, fa(m

cut

) is a number between 0 and 1 for
every class a. Moreover, the cluster fraction functions
satisfy
X

a=h,i,n

fa(m
cut

) = 1.

Figure 8 shows the cluster fraction functions for LHC
dijet events at

p
s = 7 TeV. The fraction of non-

perturbative clusters increases with m
cut

and exceeds
0.5 at m

cut

⇡ 70 GeV. So for an increasing threshold
m

cut

up to values well beyond physically reasonable
cluster masses of a few GeV, the contribution of n-type
clusters becomes more and more dominant.

A bin-by-bin breakdown to the contributions of the
various cluster types to the total cluster mass distribu-
tion is shown in Fig. 9. There are several things to learn
from those plots. First, non-perturbative n-type clus-
ters do not contribute as much to the peak region, say

1Apparently, fa(m
cut

) is only well-defined for m

cut

less than
the maximum cluster mass. On this interval, the series (fa,n),
with n the number of events taken into account, converges
pointwise to the function fa. This is a more formal definition
of the cluster fraction functions.
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Fig. 9 Primary cluster mass spectrum in LHC dijet events at 7 TeV. Figure (a) compares the mass distribution in the
pre-colour-reconnection stage to the distribution after colour reconnection. The contributions of the three cluster classes are
stacked. The histograms in (b) merely di↵er from the ones in (a) in their binning.

below 6 GeV, as perturbative h-type and i-type clus-
ters do. In the high-mass tail, however, n-type clusters
clearly dominate, as already indicated by the cluster
fraction functions discussed above. Both their minor
contribution at low masses and their large contribution
at high masses do not change after colour reconnection.
In total, however, the mass distribution is more peaked
after colour reconnection and the high-mass tail is sup-
pressed by a factor larger than 10.

3.3 Resulting physics implications

The characteristics of clusters that have been studied in
this section clearly confirm the physical picture we have
started out with. The colour reconnection model in fact
reduces the invariant masses of clusters that are mostly
of non-perturbative origin. These arise as an artefact of
the way we colour-connect additional hard scatters in
the MPI model with the rest of the event.

At this non-perturbative level we have no handle on
the colour information from theory, hence we have mod-
elled it. First in a very näıve way when we extract the
‘first’ parton from the proton, but only to account for a
more physical picture later, where we use colour precon-
finement as a guiding principle. We therefore conclude
that our ansatz to model colour reconnections in the
way we have done it reproduces a meaningful physical
picture.

4 Tuning and comparison of the model results

with data

In this section we address the question of whether the
MPI model in Herwig, equipped with the new CR
model, can improve the description of the ATLAS MB
and UE data, see Fig. 2. To that end we need to find
values of free parameters (tune parameters) of the MPI
model with CR that allow to get the best possible
description of the experimental data. Since both CR
models can be regarded as an extension of the cluster
model [36], which is used for hadronization in Herwig,
the tune of Herwig with CR models may require a
simultaneous re-tuning of the hadronization model pa-
rameters to a wide range of experimental data, primar-
ily from LEP (see Appendix D from Ref. [14]). There-
fore, we start this section by examining whether the
description of LEP data is sensitive to CR parameters.

4.1 Validation against e+e� LEP data

Already in Section 3 we have seen that the colour
structure of LEP final states is well-defined by the
perturbative parton shower evolution. Moreover, the
CR model does not change this structure significantly.
Therefore, although CR is an extension of hadroniza-
tion, we can expect that the default hadronization pa-
rameters are still valid in combination with CR. This
was confirmed by comparing Herwig results with and
without CR against a wide range of experimental data
from LEP [41–49]. As an example we show a compari-
son of Herwig without and with CR (using the main
tunes for both CR methods presented in this paper) to
two LEP observables in Fig. 10. The full set of plots,
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Fig. 9 Primary cluster mass spectrum in LHC dijet events at 7 TeV. Figure (a) compares the mass distribution in the
pre-colour-reconnection stage to the distribution after colour reconnection. The contributions of the three cluster classes are
stacked. The histograms in (b) merely di↵er from the ones in (a) in their binning.

below 6 GeV, as perturbative h-type and i-type clus-
ters do. In the high-mass tail, however, n-type clusters
clearly dominate, as already indicated by the cluster
fraction functions discussed above. Both their minor
contribution at low masses and their large contribution
at high masses do not change after colour reconnection.
In total, however, the mass distribution is more peaked
after colour reconnection and the high-mass tail is sup-
pressed by a factor larger than 10.

3.3 Resulting physics implications

The characteristics of clusters that have been studied in
this section clearly confirm the physical picture we have
started out with. The colour reconnection model in fact
reduces the invariant masses of clusters that are mostly
of non-perturbative origin. These arise as an artefact of
the way we colour-connect additional hard scatters in
the MPI model with the rest of the event.

At this non-perturbative level we have no handle on
the colour information from theory, hence we have mod-
elled it. First in a very näıve way when we extract the
‘first’ parton from the proton, but only to account for a
more physical picture later, where we use colour precon-
finement as a guiding principle. We therefore conclude
that our ansatz to model colour reconnections in the
way we have done it reproduces a meaningful physical
picture.

4 Tuning and comparison of the model results

with data

In this section we address the question of whether the
MPI model in Herwig, equipped with the new CR
model, can improve the description of the ATLAS MB
and UE data, see Fig. 2. To that end we need to find
values of free parameters (tune parameters) of the MPI
model with CR that allow to get the best possible
description of the experimental data. Since both CR
models can be regarded as an extension of the cluster
model [36], which is used for hadronization in Herwig,
the tune of Herwig with CR models may require a
simultaneous re-tuning of the hadronization model pa-
rameters to a wide range of experimental data, primar-
ily from LEP (see Appendix D from Ref. [14]). There-
fore, we start this section by examining whether the
description of LEP data is sensitive to CR parameters.

4.1 Validation against e+e� LEP data

Already in Section 3 we have seen that the colour
structure of LEP final states is well-defined by the
perturbative parton shower evolution. Moreover, the
CR model does not change this structure significantly.
Therefore, although CR is an extension of hadroniza-
tion, we can expect that the default hadronization pa-
rameters are still valid in combination with CR. This
was confirmed by comparing Herwig results with and
without CR against a wide range of experimental data
from LEP [41–49]. As an example we show a compari-
son of Herwig without and with CR (using the main
tunes for both CR methods presented in this paper) to
two LEP observables in Fig. 10. The full set of plots,
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(a) Pseudorapidity distribution of charged par-
ticles. The Herwig 2.4 model contains no CR.
mb900-cteq6l1 is a dedicated tune of the model
with PCR to 900 GeV MB data.
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including CR.

Figure 3: Herwig results compared to ATLAS data.
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A
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D

Fig. 4 Formation of clusters,
which we represent by ovals here.
Colour lines are dashed. The left
diagram shows colour-singlet clus-
ters formed according to the dom-
inating colour structure in the
1/N

c

expansion. The right di-
agram shows a possible colour-
reconnected state: the partons of
the clusters A and B are arranged
in new clusters, C and D.

v

vv

v

s̄g

s̄s

s

p

Fig. 3 For the hard subprocess a valence quark v is extracted
from the proton. Since the valence quark parton distribu-
tion functions dominate at large momentum fractions x and
small scales Q

2, the initial-state shower, which is generated
backwards starting from the partonic scatter, commonly ter-
minates on a valence quark. This situation is shown in the
leftmost figure. If the perturbative evolution still terminates
on a sea (anti)quark or a gluon, as indicated in the other
figures, one or two additional non-perturbative splittings are
performed to force the evolution to end with a valence quark.
The grey-shaded area indicates this non-perturbative region,
whereas the perturbative parton shower happens in the region
below.

2.1 Plain colour reconnection

A first model for colour reconnection has been imple-
mented in Herwig as of version 2.5 [39]. We refer to it
as the plain colour reconnection model (PCR) in this
paper. The following steps describe the full procedure:

1. Create a list of all quarks in the event, in random

order. Perform the subsequent steps exactly once for
every quark in this list.

2. The current quark is part of a cluster. Label this
cluster A.

3. Consider a colour reconnection with all other clus-
ters that exist at that time. Label the potential re-
connection partner B. For the possible new clusters
C and D, which would emerge when A and B are re-
connected (cf. Fig. 4), the following conditions must
be satisfied:
– The new clusters are lighter,

mC + mD < mA + mB , (1)

where mi denotes the invariant mass of cluster
i.

– C and D are no colour octets.
4. If at least one reconnection possibility could be

found in step 3, select the one which results in the
smallest sum of cluster masses, mC + mD. Accept
this colour reconnection with an adjustable proba-
bility p

reco

. In this case replace the clusters A and
B by the newly formed clusters C and D.

5. Continue with the next quark in step 2.

The parameter p
reco

steers the amount of colour recon-
nection in the PCR model. Because of the selection rule
in step 4, the PCR model tends to replace the heaviest
clusters by lighter ones. A priori the model is not guar-
anteed to be generally valid because of the following
reasons: The random ordering in the first step makes
this algorithm non-deterministic since a di↵erent or-
der of the initial clusters, generally speaking, leads to
di↵erent reconnection possibilities being tested. More-
over, apparently quarks and antiquarks are treated dif-
ferently in the algorithm described above.

2.2 Statistical colour reconnection

The other colour reconnection implementation studied
in this paper overcomes the conceptual drawbacks of
the PCR model. We refer to this model as statistical

colour reconnection (SCR) throughout this work. In the
first place, the algorithm aims at finding a cluster con-
figuration with a preferably small colour length, defined
as

� ⌘
N

clX

i=1

m2

i , (2)

where N
cl

is the number of clusters in the event and mi

is the invariant mass of cluster i. In the definition of the
colour length we opt for squared masses to give cluster
configurations with similarly heavy clusters precedence
over configurations with less equally distributed cluster
masses.

Clearly, it is impossible to locate the global mini-
mum of �, in general, since an event with 100 parton

“Colour length”                reduced by reconnection

Massive leading clusters reduced

Similar need in string model

Gieseke, Röhr, Siódmok, EPJC72(2012)2225

Colour Reconnection
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Event Generators

PYTHIA

HERWIG

SHERPA

pT-ordered parton shower, string hadronization

v6 Fortran; v8 C++

v6 Fortran; Herwig++     v7

Angular-ordered parton shower, cluster hadronization

Dipole-type parton shower, cluster hadronization

C++

5

http://projects.hepforge.org/herwig/

http://www.thep.lu.se/∼torbjorn/Pythia.html

http://projects.hepforge.org/sherpa/

“General-purpose event generators for LHC physics”, 
A Buckley et al., arXiv:1101.2599, Phys. Rept. 504(2011)145

http://projects.hepforge.org/herwig/
http://www.thep.lu.se
http://projects.hepforge.org/sherpa/
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Generator Citations

6

• Most-cited article only for each version

• 2017 is extrapolation (Jan to July x12/7)
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Other relevant software 
(with apologies for omissions)

Other Relevant Software

Some examples (with apologies for many omissions):
Other event/shower generators: PhoJet, Ariadne, Dipsy, Cascade, Vincia

Matrix-element generators: MadGraph/MadEvent, CompHep, CalcHep,
Helac, Whizard, Sherpa, GoSam, aMC@NLO

Matrix element libraries: AlpGen, POWHEG BOX, MCFM, NLOjet++,
VBFNLO, BlackHat, Rocket

Special BSM scenarios: Prospino, Charybdis, TrueNoir

Mass spectra and decays: SOFTSUSY, SPHENO, HDecay, SDecay

Feynman rule generators: FeynRules

PDF libraries: LHAPDF

Resummed (p?) spectra: ResBos

Approximate loops: LoopSim

Jet finders: anti-k? and FastJet

Analysis packages: Rivet, Professor, MCPLOTS

Detector simulation: GEANT, Delphes

Constraints (from cosmology etc): DarkSUSY, MicrOmegas

Standards: PDF identity codes, LHA, LHEF, SLHA, Binoth LHA, HepMC

Can be meaningfully combined and used for LHC physics!

Torbjörn Sjöstrand Challenges for QCD Theory slide 21/247

Sjöstrand, Nobel Symposium, May 2013
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Parton Shower Monte Carlo
http://mcplots.cern.ch/

• Leading-order (LO) normalization        need next-to-LO (NLO)

• Worse for high pT and/or extra jets        need multijet merging

• Hard subprocess: qq̄ ! Z0/W±

http://projects.hepforge.org/herwig/
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• Fairly good overall description of data, but…

• Hard subprocess: LO no longer adequate

• Parton showers: need matching to NLO

✤ Also multijet merging

✤ NLO showering?

• Hadronization: string and cluster models

✤ Need new ideas/methods

• Underlying event due to multiple interactions

✤ Colour reconnection necessary
9

Summary on Event Generators



Bryan Webber CERN-Fermilab HCP School 201710

Improving Event 
Generation
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Improving Event Generation

11

Hard subprocess
qq ! Z0qqe.g.
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Hard subprocessNLO
(virtual correction)

Improving Event Generation
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Hard subprocessNLO
(real emission)

Improving Event Generation
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+Parton showering 
= Double counting??

Hard subprocessNLO

Improving Event Generation
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Hard subprocessMultijet

Improving Event Generation
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+Parton showering 
= Double counting??

Hard subprocessMultijet

Improving Event Generation
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• Two rather different objectives:

• Matching parton showers to NLO matrix elements, without 
double counting

✤ MC@NLO

✤ POWHEG

• Merging parton showers with LO n-jet matrix elements, 
minimizing jet resolution dependence

✤ CKKW

✤ Dipole

✤ MLM merging

17

Matching & Merging

Frixione, BW, 2002

Nason, 2004

Catani, Krauss, Kühn, BW, 2001

Lönnblad, 2001

Mangano, 2002



Bryan Webber CERN-Fermilab HCP School 2017

• Compute parton shower contributions (real and 
virtual) at NLO

✤ Generator-dependent

• Subtract these from exact NLO

✤ Cancels divergences of exact NLO!

• Generate modified no-emission (LO+virtual) and 
real-emission hard process configurations

✤ Some may have negative weight

• Pass these through parton shower etc.

✤ Only shower-generated terms beyond NLO

18

MC@NLO matching
S Frixione & BW, JHEP 06(2002)029



Bryan Webber CERN-Fermilab HCP School 2017

• Expanding gives NLO result 
19

finite virtual divergent

d�MC = B (�B) d�B


�MC (0) +

RMC (�B ,�R)

B (�B)
�MC (kT (�B ,�R)) d�R

�

⌘ B d�B [�MC (0) + (RMC/B) �MC (kT ) d�R]

d�NLO =

"
B (�B) + V (�B)�

Z X

i

Ci (�B ,�R) d�R

#
d�B +R (�B ,�R) d�B d�R

⌘

B + V �

Z
C d�R

�
d�B +R d�B d�R

d�MC@NLO =


B + V +

Z
(RMC � C) d�R

�
d�B [�MC (0) + (RMC/B) �MC (kT ) d�R]

+ (R�RMC) �MC (kT ) d�B d�R

>finite    0<
MC starting from no emission

MC starting from one emission

S Frixione & BW, JHEP 06(2002)029

MC@NLO matching

�MC(pT ) = exp


�
Z

d�R
RMC(�B ,�R)

B(�B)
⇥ (kT (�B ,�R)� pT )

�
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• POsitive Weight Hardest Emission Generator

• Use exact real-emission matrix element to generate 
hardest (highest relative pT) emission configurations

✤ No-emission probability implicitly modified

✤ (Almost) eliminates negative weights

✤ Some uncontrolled terms generated beyond NLO

• Pass configurations through parton shower etc

20

POWHEG matching
P Nason, JHEP 11(2004)040
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• NLO with (almost) no negative weights

• High pT always enhanced by

21

�R (pT ) = exp


�
Z

d�R
R (�B ,�R)

B (�B)
✓ (kT (�B ,�R)� pT )

�

B (�B) = B (�B) + V (�B) +

Z "
R (�B ,�R)�

X

i

Ci (�B ,�R)

#
d�R

d�PH = B (�B) d�B


�R (0) +

R (�B ,�R)

B (�B)
�R (kT (�B ,�R)) d�R

�

K = B/B = 1 +O(↵S)

arbitrary NNLO

d�MC = B (�B) d�B


�MC (0) +

RMC (�B ,�R)

B (�B)
�MC (kT (�B ,�R)) d�R

�
P Nason, JHEP 11(2004)040

POWHEG matching
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• Objective:  merge LO n-jet matrix elements 
with parton showers such that:

✤ Multijet rates for jet resolution > Qcut are 
correct to LO (up to Nmax)

✤ Shower generates jet structure below Qcut 

(and jets above Nmax)

✤ Leading (and next) Qcut dependence cancels

22

Multijet Merging
*

CKKW: Catani et al., JHEP 11(2001)063

MLM: Mangano et al., NP B632(2002)343

-L: Lonnblad, JHEP 05(2002)063

* ALPGEN or MadGraph, n<Nmax

E
q

Qcut
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Vector boson 
production
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Z0 at Tevatron

• Absolute normalization: 
LO too low

• POWHEG agrees with 
rate and distribution

http://mcplots.cern.ch/

http://projects.hepforge.org/herwig/
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• MadGraph5_aMC@NLO CKKWL best for high Njets

25

Z+jets at LHC
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Figure 6: Measured cross section as a function of jet pT for exclusive Z + 1 jet events (left) and exclusive jet
multiplicity (right). The data are compared to the predictions from BlackHat+Sherpa, Sherpa 2.2, Alpgen+Py6,
MG5_aMC+Py8 CKKWL, and MG5_aMC+Py8 FxFx. The error bars correspond to the statistical uncertainty, and
the hatched bands to the data statistical and systematic uncertainties (including luminosity) added in quadrature.
The details of the prediction uncertainties are given in the text.

cross section as a function of the exclusive jet multiplicity, which decreases logarithmically. Similar
trends as for the inclusive jet multiplicity (Figure 4) are observed.

Quantities based on inclusive pT sums of final-state objects, such as HT, the scalar pT sum of all visible
objects in the final state, are often employed in searches for physics beyond the Standard Model, to enrich
final states resulting from the decay of heavy particles. The values HT or HT/2 are also commonly used
choices for scales for higher-order perturbative QCD calculations. Large values for this quantity can result
either from a small number of very energetic particles or from a large number of less energetic particles.
Figure 7 shows the measured cross sections as a function of the HT distribution (up to 1400 GeV) in
inclusive Z+ � 1 jet events. The predictions from Sherpa 2.2, Alpgen+Py6 and MG5_aMC+Py8 FxFx
describe well the HT distribution. The prediction from MG5_aMC+Py8 CKKWL describes well the
turn-over in the softer part of the HT spectrum, but overestimates the contribution at large values of HT,
in line with the overestimate of the cross sections for hard jets. The fixed-order Z+ � 1 jet prediction
from BlackHat+Sherpa underestimates the cross section for values of HT > 300 GeV, as observed in
similar measurements at lower centre-of-mass energies [11, 81], due to the missing contributions from
events with higher parton multiplicities, which for large values of HT constitute a substantial portion of
the data. Agreement is recovered by adding higher orders in perturbative QCD, as demonstrated by the
good description of HT by Z+ � 1 jet Njetti NNLO.

21

ATLAS, arXiv:1702.05725
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• Transverse momentum 
distributions of jets 1-4

26

W+jets at LHC
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Figure 4: Differential cross section measurement for the transverse momenta of the four leading
jets, shown from left to right for at least 1 and 2 jets (upper) and for at least 3 and 4 jets (lower)
on the figures, compared to the predictions of MG aMC FxFx and MG aMC. The NNLO pre-
diction for W+1-jet is included in the first leading jet pT. The black circular markers with the
gray hatched band represent the unfolded data measurement and the total experimental uncer-
tainty. The MG aMC prediction is given only with its statistical uncertainty. The bands around
the MG aMC FxFx and NNLO predictions represent their theoretical uncertainties including
both statistical and systematic components. The lower panels show the ratios of the prediction
to the unfolded data.

CMS, arXiv:1707.05979
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Figure 5: The measured bin-averaged di↵erential Zj production cross-section is shown as a
function of (left) ⌘jet and (right) pjet

T

. The experimental measurements are shown as bands, while
the theoretical predictions are shown as points, horizontally displaced for presentation. The ratio
of the predicted to measured cross-sections is shown below the distribution.

Figure 6: The measured bin-averaged di↵erential Zj production cross-section is shown as a
function of (left) yZ and (right) azimuthal separation between the Z boson and the jet. The
experimental measurements are shown as bands, while the theoretical predictions are shown
as points, horizontally displaced for presentation. The ratio of the predicted to measured
cross-sections is shown below the distribution.

14

• Forward region

27

W±/Z0+jets at LHCb
LHCb, arXiv:1605.00951
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Figure 4: Wj bin-averaged di↵erential cross-sections as a function of pjet
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the theoretical predictions are shown as points, horizontally displaced for presentation. The ratio
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Figure 6: The measured bin-averaged di↵erential Zj production cross-section is shown as a
function of (left) yZ and (right) azimuthal separation between the Z boson and the jet. The
experimental measurements are shown as bands, while the theoretical predictions are shown
as points, horizontally displaced for presentation. The ratio of the predicted to measured
cross-sections is shown below the distribution.
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⌘ = � ln tan ✓/2
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• Asymmetry probes parton distributions

28

W asymmetry at LHC

POWHEG matrix elements

[K. Hamilton, J. Tully, P. Richardson – JHEP 0810 (2008) 015]

Drell-Yan pp � Z � l+l� at Tevatron Run II, pp � W � l �̄ at LHC 7 TeV
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Figure 2: The lepton charge asymmetry from W-boson decays in bins of absolute pseudorapidity for the
three di�erent experiments ATLAS, CMS and LHCb. The asymmetry results of the LHCb and CMS
Collaborations are obtained from the muon channel only and have been communicated within the LHC
Electroweak Working Group by representatives of the respective collaborations.
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Top quark pair 
production
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Top quark distributions

30

• Normalized to data
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Figure 17: Fiducial phase-space relative di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) the absolute value of the rapidity (
���yt,had

���) of the hadronic top quark in the resolved topology, and
corresponding results in the boosted topology (c), (d). The yellow bands indicate the total uncertainty of the data
in each bin. The Powheg+Pythia6 generator with hdamp =mt and the CT10 PDF is used as the nominal prediction
to correct for detector e↵ects. The lower three panels show the ratio of the predictions to the data. The first
panel compares the three Powheg+Pythia6 samples with di↵erent settings for additional radiation, the second panel
compares the nominal Powheg+Pythia6 sample with the other Powheg samples and the third panel compares the
nominal Powheg+Pythia6 sample with the MadGraph5_aMC@NLO samples.
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• Absolute normalization
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Top quark distributions
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Figure 15: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) the absolute value of the rapidity (
���yt,had

���) of the hadronic top quark in the resolved topology and
corresponding results in the boosted topology (c), (d). The yellow bands indicate the total uncertainty of the data
in each bin. The Powheg+Pythia6 generator with hdamp =mt and the CT10 PDF is used as the nominal prediction
to correct for detector e↵ects. The lower three panels show the ratio of the predictions to the data. The first
panel compares the three Powheg+Pythia6 samples with di↵erent settings for additional radiation, the second panel
compares the nominal Powheg+Pythia6 sample with the other Powheg samples and the third panel compares the
nominal Powheg+Pythia6 sample with the MadGraph5_aMC@NLO samples.
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Top quark pair distributions

32
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Figure 18: Fiducial phase-space relative di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) the absolute value of the rapidity (
���ytt̄
���) of the tt̄ system in the resolved

topology. The yellow bands indicate the total uncertainty of the data in each bin. The Powheg+Pythia6 generator
with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for detector e↵ects. The lower
three panels show the ratio of the predictions to the data. The first panel compares the three Powheg+Pythia6
samples with di↵erent settings for additional radiation, the second panel compares the nominal Powheg+Pythia6
sample with the other Powheg samples and the third panel compares the nominal Powheg+Pythia6 sample with the
MadGraph5_aMC@NLO samples.
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• Absolute normalization
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Top quark pair distributions
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Figure 16: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) the absolute value of the rapidity (
���ytt̄
���) of the tt̄ system in the resolved

topology. The yellow bands indicate the total uncertainty of the data in each bin. The Powheg+Pythia6 generator
with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for detector e↵ects. The lower
three panels show the ratio of the predictions to the data. The first panel compares the three Powheg+Pythia6
samples with di↵erent settings for additional radiation, the second panel compares the nominal Powheg+Pythia6
sample with the other Powheg samples and the third panel compares the nominal Powheg+Pythia6 sample with the
MadGraph5_aMC@NLO samples.
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• b jet must gain (or lose) some 4-momentum from rest of event
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• Reconstructed top mass depends on kinematics

• But different generators track data well with a 
common input mass

35

Top mass & kinematics

CMS PAS TOP-12-029

12 4 Results

4.3 b-quark observables

The b-quarks carry the colour charge of their parent top quark and are thus colour-connected
to either initial state radiation or the beam remnants. To test the sensitivity to the b-quark
kinematics we have studied transverse momentum (pT,b) and pseudo-rapidity (|⇥b|) of the b-
quark from the hadronic top quark decay and the spatial correlations between the b’s from the
two top quarks (�Rbb and ��bb). These are shown in Figs. 9, 10, 11 and 12, respectively. The
limited sample sizes allow no clear separation of different models in events with high b-jet pT
(Fig. 9c).
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Figure 9: Differential measurements as a function of the pT of the b-jet assigned to the hadronic
decay branch: (a) Number of permutations per pT,b,had bin; (b) mt from the 1D analysis; (c)
JES and (d) mt from the 2D analysis, respectively. The systematic uncertainties are added in
quadrature to the statistical uncertainties of the data. The hatched areas indicate the statistical
uncertainties on the simulated samples.

8 4 Results

4.2 Initial and final state radiation

To look for effects due to initial and final state radiation (ISR/FSR), we investigate the jet mul-
tiplicity, transverse hadronic energy (HT, defined as the scalar sum of the pT of the four leading
jets), invariant mass and transverse momentum of the tt system. We note that the jet pT thresh-
old cut of 30 GeV used in the analysis will exclude any effects from softer radiation. The results
are shown in Figs. 5, 6, 7, and 8, respectively.
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Figure 5: Differential measurements as a function of HT, defined as the scalar sum of the pT of
the four leading jets: (a) Number of permutations per HT bin; (b) mt from the 1D analysis; (c)
JES and (d) mt from the 2D analysis, respectively. The systematic uncertainties are added in
quadrature to the statistical uncertainties of the data. The hatched areas indicate the statistical
uncertainties on the simulated samples.

4.2 Initial and final state radiation 9

We observe a small dependence on the pT of the tt system and in the HT and mtt distributions
that is well described by all of the simulations. Below HT of 200 GeV and mtt of 400 GeV there
is a strong turn-on effect. For the jet multiplicity we observe indications of a small sensitivity
as a function of increasing jet multiplicity. However, the limited statistics of the current dataset
preclude any firm conclusions.
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Figure 6: Differential measurements as a function of the invariant mass of the tt system: (a)
Number of permutations per mtt bin; (b) mt from the 1D analysis; (c) JES and (d) mt from the
2D analysis, respectively. The systematic uncertainties are added in quadrature to the statis-
tical uncertainties of the data. The hatched areas indicate the statistical uncertainties on the
simulated samples.
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LHC Cross Section Summary 

36
• No significant deviations from SM (yet)

At a glance	

G. Pásztor: Hard QCD @ LHC, LP2017 6 

Impressive data – theory agreement over many orders of magnitude in cross-section 	
Thanks to advances  
in experimental 
methods	
•  Improved object 

reconstruction,  
calibration	

•  Pile-up robustness	
•  BeFer triggers	
•  Data-driven  

background	
•  Boosted techniques	
•  …	
and theoretical 
calculations	
•  NNLO (N3LO) 	
•  Resummation of 

large logs	
•  EW corrections	
•  Improved treatment 

of parton showers,  
ME&PS matching	

•  MC tools	
•  …	
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LHC Cross Section Summary 
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• No significant deviations from SM (yet)
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Electroweak top physics Higgs 

•  Extraordinary measurements 
•  Important background for searches  

CMS Public 
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• Interesting excess of (single) b quark jets
38

But all is not perfect ...
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Fig. 10 The unfolded dijet flavour fractions for each leading jet pT bin (black points) with PYTHIA 6.423 (squares), Herwig++ 2.4.2 (circles) and
POWHEG+PYTHIA 6.423 (filled triangles) predictions overlaid. The error bars on the data points show statistical uncertainties only, whereas the
full uncertainties appear as shaded bands.

KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1
(Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and
BNL (USA) and in the Tier-2 facilities worldwide.

References

1. D0 Collaboration, B. Abbott, et al., The bb̄ Production Cross Sec-
tion and Angular Correlations in pp̄ Collisions at

√
s = 1.8 TeV,

Phys. Lett. B 487, 264 (2000)
2. D0 Collaboration, B. Abbott, et al., Cross Section for b Jet Produc-
tion in pp̄ Collisions at

√
s = 1.8 TeV, Phys. Rev. Lett. 85, 5068

(2000)
3. CDF Collaboration, T. Aaltonen, et al., Measurement of Corre-
lated bb̄ Production in pp̄ Collisions at

√
s = 1960 GeV, Phys.

Rev. D 77, 072004 (2008)
4. S. Seidel, Heavy Quark Production at the Tevatron,
arXiv:0808.3347 [hep-ex], (2008)

5. I. Kenyon, The Measurement of the Cross Section for Beauty Pro-
duction at the CERNAnti-p p Collider, J. Phys. G 15, 1087 (1989)

6. C. Lourenco, H. Wohri, Heavy Flavour Hadroproduction from
Fixed-Target to Collider Energies, Phys. Rept. 433, 127 (2006)

7. CMS Collaboration, Inclusive b-Jet Production in pp Collisions at√
s = 7 TeV, J. High Energy Phys. 1204, 084 (2012)

8. CMS Collaboration, Measurement of the Cross Section for Pro-
duction of bb̄X Decaying to Muons in pp Collisions at

√
s =

7 TeV, J. High Energy Phys. 1206, 110 (2012)
9. CMS Collaboration, Inclusive b-Hadron Production Cross Section
with Muons in pp Collisions at

√
s= 7 TeV, J. High Energy Phys.

1103, 090 (2011)
10. CMS Collaboration, Measurement of BB̄ Angular Correlations

Based on Secondary Vertex Reconstruction at
√
s= 7 TeV, J. High

Energy Phys. 1103, 136 (2011)
11. LHCb Collaboration, Measurement of σ (pp → bb̄X) at

√
s =

7 TeV in the Forward Region, Phys. Lett.B 694, 209 (2010)
12. ATLAS Collaboration, Measurement of the Inclusive and Dijet

Cross Sections of b-Jets in pp Collisions at
√
s = 7 TeV with the

ATLAS Detector, Eur. Phys. J. C 71, 1846 (2011)
13. ATLAS Collaboration, The ATLAS experiment at the CERN

Large Hadron Collider, JINST 3, S08003 (2008)
14. M. Cacciari, G.P. Salam, G. Soyez, The Anti-kt Jet Clustering Al-

gorithm, J. High Energy Phys. 0804, 063 (2008)
15. ATLAS, Data-Quality Requirements and Event Cleaning for Jets

and Missing Transverse Energy Reconstruction with the ATLAS
Detector in Proton-Proton Collisions at a Center-of-Mass Energy
of

√
s= 7 TeV, ATLAS-CONF-2010-038

16. ATLAS Collaboration, Expected Performance of the ATLAS Ex-
periment - Detector, Trigger and Physics, arXiv:0901.0512 [hep-
ph], (2009)

• Dijet flavours versus jet pT ATLAS, arXiv:1210.0441



Bryan Webber CERN-Fermilab HCP School 2017

• NLO calculations generally refer to inclusive cross 
sections e.g. s(W+>n jets)

• Multijet merging does not preserve them, because 
of mismatch between exact real-emission and 
approximate (Sudakov) virtual corrections

• When correcting this mismatch, one can 
simultaneously upgrade them to NLO

• There remains the issue of merging scale 
dependence beyond NLO (large logs)

39

Combined matching+merging
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Combined matching+merging

Stefan Höche, 2017 MCnet School

The long road to precision
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• Many competing schemes (pp only)

✤ MEPS@NLO (SHERPA)

✤ FxFx (aMC@NLO)

✤ UNLOPS (Pythia 8)

✤ MatchBox (Herwig7)

✤ MiNLO (POWHEG)  Hamilton et al., arXiv:1212.4504

✤ UN2LOPS   Höche, Li, Prestel, arXiv:1405.3607

• Some key ideas in LoopSim

41

Bellm, Gieseke, Plätzer, arXiv:1705.06700

Rubin, Salam, Sapeta, JHEP1009, 084

Lönnblad, Prestel, arXiv:1211.7278

Frederix, Frixione, arXiv:1209.6215

Höche et al., arXiv:1207.5030

Combined matching+merging
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• Scale dependences almost eliminated

42

Lönnblad & Prestel, arXiv:1211.7278UNLOPS:
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Figure 9: Jet multiplicity in W-boson production, as measured by ATLAS [46]. The MC results
were obtained by merging up to two additional partons at LO, and zero and one additional par-
ton at NLO. MC results are shown for three different merging scales (top panels) and for three
different renormalisation/factorisation scales (bottom panels). Effects of multiple scatterings and
hadronisation are included. Left panels: Results of NL3. Right panels: Results of UNLOPS.

In figure 9, we show that the jet multiplicity is well under control in NLO merged

predictions. The left panel of Figure 8 shows that, as expected, it is not possible to

describe the number of zero-jet events with a W+jet NLO calculation. This is of course

exactly the strength of merged calculations: Observables with different jet multiplicities

can be described in a single inclusive sample.

The transverse momentum of the hardest jet in association with a W-boson is shown

in figure 10 and the right panel of Figure 8. It is clear that the NLO merged results do

not agree with data. We have chosen this particular observable because it our exhibits

the most unsatisfactory description of data that we have encountered while testing our

NLO merging methods. The reason for this disagreement is multifold. First, we have

already mentioned that correcting for inclusive NLO input produces harder p⊥1 tails. The

– 31 –
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Figure 9: Jet multiplicity in W-boson production, as measured by ATLAS [46]. The MC results
were obtained by merging up to two additional partons at LO, and zero and one additional par-
ton at NLO. MC results are shown for three different merging scales (top panels) and for three
different renormalisation/factorisation scales (bottom panels). Effects of multiple scatterings and
hadronisation are included. Left panels: Results of NL3. Right panels: Results of UNLOPS.

In figure 9, we show that the jet multiplicity is well under control in NLO merged

predictions. The left panel of Figure 8 shows that, as expected, it is not possible to

describe the number of zero-jet events with a W+jet NLO calculation. This is of course

exactly the strength of merged calculations: Observables with different jet multiplicities

can be described in a single inclusive sample.

The transverse momentum of the hardest jet in association with a W-boson is shown

in figure 10 and the right panel of Figure 8. It is clear that the NLO merged results do

not agree with data. We have chosen this particular observable because it our exhibits

the most unsatisfactory description of data that we have encountered while testing our

NLO merging methods. The reason for this disagreement is multifold. First, we have

already mentioned that correcting for inclusive NLO input produces harder p⊥1 tails. The
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Beyond Standard 
Model Simulation
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BSM Simulation

44

• Main generators have some BSM models built in

✤ Pythia 6 has the most models

✤ Herwig 7 has careful treatment of SUSY spin 
correlations and off-shell effects

• Trend is now towards external matrix element 
generators:  FeynRules + MadGraph, ...

• QCD corrections and matching/merging still 
needed (MG5_aMC@NLO [FxFx] …)
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Searching for new signals

45

ATLAS, arXiv:1708.08232

1 Introduction

Supersymmetry (SUSY) [1–6] is a theoretical framework of physics beyond the Standard Model (SM)
which predicts for each SM particle the existence of a supersymmetric partner (sparticle) di↵ering by half
a unit of spin. The partner particles of the SM fermions (quarks and leptons) are the scalar squarks (q̃)
and sleptons ( ˜̀). In the boson sector, the supersymmetric partner of the gluon is the fermionic gluino (g̃),
whereas the supersymmetric partners of the Higgs (higgsinos) and the electroweak gauge bosons (winos
and bino) mix to form charged mass eigenstates (charginos) and neutral mass eigenstates (neutralinos). In
the minimal supersymmetric extension of the Standard Model (MSSM) [7, 8] two scalar Higgs doublets
along with their higgsino partners are necessary, resulting in four chargino states (�̃±1,2) and four neutrali-
nos (�̃0

1,2,3,4). SUSY addresses the SM hierarchy problem [9–12] provided that the masses of at least some
of the supersymmetric particles (most notably the higgsinos, the top squarks and the gluinos) are near the
TeV scale.

In R-parity-conserving SUSY [13], gluinos or squarks are pair produced at the Large Hadron Collider
(LHC) via the strong interaction and decay either directly or via intermediate states to the lightest super-
symmetric particle (LSP). The LSP, which is assumed to be the lightest neutralino (�̃

0
1) in this paper, is

stable and weakly interacting, making it a candidate for dark matter [14, 15].

This paper considers four SUSY models with gluino or squark pair production and di↵erent decay to-
pologies. The first two models, referred to as the gluino and squark one-step models for the rest of this
paper, are SUSY simplified models [16–18] in which pair-produced gluinos or squarks decay via the
lightest chargino (�̃

±
1 ) to the LSP. In the model with gluino production, the gluino decays to the lightest

chargino and two SM quarks via g̃! qq̄0�̃
±
1 , as illustrated in Figure 1 (left). The gluino decay is assumed

to proceed via virtual first- and second-generation squarks, hence no bottom or top quarks are produced
in the simplified model. The chargino then decays to the LSP by emitting an on- or o↵-shell W boson,
�̃±1 ! W (⇤)±�̃0

1, depending on the available phase space. In the MSSM this decay chain is realized when
the gluino decays, via a virtual squark that is the partner particle of the left-handed SM quark, to the
chargino with a dominant wino component. In the squark production model, the squark decays to the
chargino via q̃! q0�̃

±
1 , followed by the same chargino decay, as illustrated in Figure 1 (middle).

The third model, referred to as the gluino two-step model for the rest of this paper, assumes gluino
pair production with a subsequent decay to the chargino via g̃ ! qq̄0�̃

±
. The chargino then decays via

emission of an on- or o↵-shell W boson to the second lightest neutralino according to �̃
± ! W±�̃

0
2. In the

Figure 1: The decay topologies of the simplified signal models considered in this search: gluino one-step (left),
squark one-step (middle), and gluino two-step (right).

2

Table 1: Simulated signal and background event samples: the corresponding event generator, parton shower, cross-
section normalization, PDF set and underlying-event tune are shown.

Physics process Generator Parton shower Cross-section PDF set Tune

Signal MG5_aMC@NLO 2.2.2 Pythia 8.186 NLO+NLL NNPDF2.3 LO ATLAS A14

tt̄ Powheg-Box v2 Pythia 6.428 NNLO+NNLL CT10 NLO Perugia2012
Single-top

t-channel Powheg-Box v1 Pythia 6.428 NLO CT10f4 NLO Perugia2012
s-channel Powheg-Box v2 Pythia 6.428 NLO CT10 NLO Perugia2012
Wt-channel Powheg-Box v2 Pythia 6.428 NLO+NNLL CT10 NLO Perugia2012

W(! `⌫) + jets Sherpa 2.2.1 Sherpa NNLO NNPDF3.0 NNLO Sherpa default
Z/�⇤(! ``) + jets Sherpa 2.2.1 Sherpa NNLO NNPDF3.0 NNLO Sherpa default

WW, WZ and ZZ Sherpa 2.1.1 / Sherpa NLO CT10 NLO / Sherpa defaultSherpa 2.2.1 NNPDF3.0 NNLO
tt̄ +W/Z/WW MG5_aMC@NLO 2.2.2 Pythia 8.186 NLO NNPDF2.3 LO ATLAS A14

MA = M2 = 3 TeV, A⌧ = 0, tan � = 10, and At = Ab = mL̃L(1,2,3)
= m(ẽR,µ̃R,⌧̃R) = mQ̃L(1,2,3)

= m(ũR,c̃R, ˜tR) =

m(d̃R,s̃R,b̃R) = 5 TeV, such that the mass of the lightest Higgs boson is compatible with 125 GeV and
all other sparticles are kinematically inaccessible. Mass spectra consistent with electroweak symmetry
breaking were generated using SOFTSUSY 3.4.0 [36] and the decay branching ratios were calculated
with SDECAY/HDECAY 1.3b/3.4 [37].

The signal samples were generated at leading order (LO) using MadGraph 2.2.2 [38] with up to two
extra partons in the matrix element, interfaced to Pythia 8.186 [39] for parton showers and hadroniza-
tion. The CKKW-L matching scheme [40] was applied for the matching of the matrix element and the
parton shower, with a scale parameter set to a quarter of the mass of the sparticle produced. The ATLAS
A14 [41] set of tuned parameters (tune) was used for the shower and the underlying event, together with
the NNPDF2.3 LO [42] parton distribution function (PDF) set. The EvtGen 1.2.0 program [43] was used
to describe the properties of the bottom and charm hadron decays in the signal samples.

The signal cross-sections were calculated at next-to-leading order (NLO) in the strong coupling constant,
adding the resummation of soft gluon emission at next-to-leading-logarithmic accuracy (NLL) [44–48].
The nominal cross-section and its uncertainty are taken from an envelope of cross-section predictions us-
ing di↵erent PDF sets and factorization and renormalization scales, as described in Ref. [49], considering
only the four light-flavor left-handed squarks (ũL, d̃L, s̃L, and c̃L).

The simulated event samples for the signal and SM backgrounds are summarized in Table 1. Additional
samples are used to assess systematic uncertainties, as explained in Section 7.

To generate tt̄ and single-top-quark events in the Wt and s-channel [50], the Powheg-Box v2 [51] event
generator with the CT10 [52] PDF set in the matrix-element calculations was used. Electroweak t-channel
single-top-quark events were generated using the Powheg-Box v1 event generator. This event generator
uses the four-flavor scheme for the NLO matrix-element calculations together with the fixed four-flavor
PDF set CT10f4. For all top quark processes, top quark spin correlations are preserved (for the single-
top t-channel, top quarks are decayed using MadSpin [53]). The parton shower, fragmentation, and
the underlying event were simulated using Pythia 6.428 [54] with the CTEQ6L1 [55] PDF set and the
corresponding Perugia2012 tune (P2012) [56]. The top quark mass was set to 172.5 GeV. The EvtGen
1.2.0 program was also used to describe the properties of the bottom and charm hadron decays in the
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Table 2: Overview of the selection criteria for the signal regions used for gluino/squark one-step models.

SR 2J 4J high-x 4J low-x 6J

N` = 1 = 1 = 1 = 1

p`T [GeV]
> 7(6) for e(µ) and

> 35 > 35 > 35
< min(5 · Njet, 35)

Njet � 2 4–5 4–5 � 6

Emiss
T [GeV] > 430 > 300 > 250 > 350

mT [GeV] > 100 > 450 150–450 > 175
Aplanarity – > 0.01 > 0.05 > 0.06
Emiss

T /me↵ > 0.25 > 0.25 – –

Nb�jet (excl) = 0 for b-veto, � 1 for b-tag

me↵ [GeV] (excl) 3 bins 2 [700,1900] 2 bins 2 [1000,2000] 2 bins 2 [1300,2000] 3 bins 2 [700,2300]
+ [> 1900] + [> 2000] + [> 2000] + [> 2300]

me↵ [GeV] (disc) > 1100 > 1500 > 1650(1300) > 2300(1233)
for gluino (squark) for gluino (squark)

Table 3: Overview of the selection criteria for the signal region used for pMSSM and gluino two-step models.

SR 9J

N` = 1
p`T [GeV] > 35

Njet � 9

Emiss
T [GeV] > 200

mT [GeV] > 175
Aplanarity > 0.07
Emiss

T /
p

HT [GeV1/2] � 8
me↵ [GeV] (excl) [1000, 1500], [>1500]
me↵ [GeV] (disc) > 1500

The 6J SR is optimized for models with x = 1/2, targeting scenarios with large sparticle mass. Events
with one high-pT lepton and six or more jets are selected. Requirements on mT, Emiss

T , me↵ , and aplanarity
are imposed to reduce the SM background from tt̄ and W + jets production. The sensitivity is improved
for scenarios with large mg̃/q̃ and small m�̃0

1 by introducing a higher me↵ bin.

Finally, one signal region, 9J SR, is defined to target the pMSSM and gluino two-step models. The selec-
tion criteria are summarized in Table 3. At least nine jets are required, targeting the models’ long decay
chains in which multiple vector or Higgs bosons are produced. The background is further suppressed
by tight requirements on the aplanarity and on Emiss

T /
p

HT. For setting model-dependent exclusion lim-
its (“excl”), the SR is separated into 1000 < me↵ < 1500 GeV and me↵ > 1500 GeV to achieve good
discrimination power for di↵erent gluino masses. For model-independent null-hypothesis tests (“disc”),
events selected with me↵ > 1500 GeV are used to search for an excess over the SM background.
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Figure 7: Comparison of the observed and expected event yields in the 9J validation and signal regions. Un-
certainties in the background estimates include both the statistical (in the simulated event yields) and systematic
uncertainties. Both the integrated regions and the regions for each me↵ bin are presented.
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Figure 10: Exclusion contours for gluino one-step x = 1/2 (top left), gluino one-step variable-x (top right), squark
one-step x = 1/2 (middle left) and squark one-step variable-x (middle right), gluino two-step (bottom left), and
the pMSSM scenario (bottom right). The red solid line corresponds to the observed limit with the red dotted lines
indicating the ±1� variation of this limit due to the e↵ect of theoretical scale and PDF uncertainties in the signal
cross-section. The dark gray dashed line indicates the expected limit with the yellow band representing the ± 1 �
variation of the median expected limit due to the experimental and theoretical uncertainties. For reference, exclusion
bounds from previous searches with 20.3 fb�1at 8 TeV center-of-mass energy [28] and 3.2 fb�1at 13 TeV center-of-
mass energy [22, 30] are overlaid where applicable by the gray area (the observed limit is shown by the solid line,
while the dashed line shows the expected limit) .
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Figure 19: Same as Fig. 18, but modified Pythia such that the starting scale for the shower is always set to
pPWG
T , see text.

both Herwig++ showers predict higher rates than the NLO calculation up to pj3T � 400GeV
and agree quite well with each other, the Pythia result ranges slightly below the NLO curve
for pj3T & 100GeV and deviates up to 30% from the Herwig++ shower results.

Considering the rapidity distributions of the second and the third hardest jet depicted in
Fig. 20 we observe that all showers essentially reproduce the NLO result for the second jet
(this also holds for the hardest jet). The results of the third jet show, however, rather large
di�erences between the showers, again as in the case of undecayed q̃ in the central region of
the detector. While Pythia ranges only slightly above the NLO prediction, the Herwig++
showers (in particular the default shower) predict higher rates around yj3 = 0.

These di�erences can again be attributed to a large extent to di�erences in the IS shower.
Turning o� ISR, the Dipole shower and Pythia predict (within O(10%)) identical yj3 distri-
butions. The Herwig++ default shower, however, still deviates by more than 20% from this
result. The pj3T curves for the Herwig++ showers are still nearly identical for pj3T > 100GeV,
while the di�erence to Pythia is reduced to < 10%. However, for soft jets the default shower
deviates by up to +15% from the other two shower MCs. To clarify if these e�ects are caused
solely by the missing truncated shower in Herwig++ or if the di�erences in the shower al-
gorithms (especially the size of the available phase space for radiation) are responsible for the
observed discrepancies would require more detailed studies.

A further interesting observable for the comparison of the jet structure of an event with a
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Figure 4: Feynman diagrams contributing to real emission matrix elements with qq initial states and an emitted
gluon. Diagrams which lead to soft and collinear divergencies are depicted in (a) and (b), the diagram in (c) is
IR finite.

file of the SM, in the MSSM model file no counterterms are specified. These have been added
according to the renormalization procedure described above. It has been checked explicitly that
this procedure renders the calculation UV finite. After canceling all UV divergencies by renor-
malization the IR divergencies remain. These will cancel against the IR divergencies of the real
emission diagrams by applying the Catani-Seymour subtraction formalism [64, 65].

The matrix elements of the real emission can be classified in two di�erent topologies. The
first topology contains diagrams with two quarks in the initial state and an additionally emitted
gluon:

qi qj � q̃i q̃j g . (4)

The t-channel diagrams contributing to this process are shown in Fig. 4. The second topology
is comprised of diagrams with a quark and a gluon in the initial state and an emitted, massless
antiquark. These diagrams are depicted in Fig. 5. Apart from implementing the process

g qi � q̃i q̃j q̄j (5)

it is important to include for i ⇥= j also

g qj � q̃i q̃j q̄i (6)

in order to account for all possible initial state configurations. Both topologies lead to IR/collinear
divergencies. Diagrams with qq initial states, which contain soft and collinear divergencies, are
collected in Figs. 4 (a) and (b). The diagrams with qg initial states which emit a massless
anti-quark, result in collinear divergencies only. The corresponding diagram is shown in Fig. 5
(a).

The soft and collinear divergencies are subtracted by the Catani-Seymour dipoles which
have been generated using the SuperAutoDipole 1.0 package [66, 67]. SuperAutoDipole
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Figure 5: Feynman diagrams contributing to real emission matrix elements with qg initial states. The diagram
in (a) gives rise to collinear singularities. The diagrams in (b) and (c) are IR finite. The diagrams in (c) can
contribute to the production of a squark and a resonant gluino.

itself provides an interface with the program MadGraph 4.4.30 [68, 69], which automatically
produces a code for the squared matrix elements of the real emission diagrams by calling the
HELAS subroutines based on the helicity amplitude formalism [70].
The dipoles needed to render the real emission matrix elements finite are organized in pairs of
potentially collinear partons with an additional reference to a spectator particle. For diagrams
with two quarks in the initial state this gives rise to twelve individual dipoles: The emitted
gluon can be collinear or soft and in each case any of the other three particles in the initial or
final state can serve as spectator particle. For diagrams with a quark and a gluon in the initial
state only three dipoles are necessary: The emitted antiquark can only become collinear to the
initial state gluon while the other three particles can act as the spectator particle. Hence, the
counterterms d⇥A which are subtracted from the squared real emission matrix elements read:

d⇥A
qq =

12�

i=1

Dqq
i and d⇥A

qg =
3�

i=1

Dqg
i . (7)

The real emission diagrams in Fig. 5 (c) have to be handled with care in parameter regions
where the gluino is heavier than one or both squarks in the final state. In this case these dia-
grams give rise to another kind of singularity since the intermediate gluino can be produced
on-shell. The subtraction procedure for these divergencies is described in detail in Sec. 2.2.

Having subtracted the counterterm d⇥A from the real emission matrix elements the IR
divergencies in the virtual corrections are still left. With the choice of dipoles as published in
[64, 65] the counterterms in Eq. (7) can be integrated analytically over the one-parton phase
space. This integration yields the so-called I-terms and PK-terms which can be evaluated in
the 2-particle phase space used for the Born matrix elements and virtual corrections. The former
contain all the 1/� poles that are necessary to cancel the poles in the virtual contributions. The
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Conclusions and Prospects
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• Standard Model has (so far) been spectacularly 
confirmed at the LHC

• Monte Carlo event generation of (SM and BSM) 
signals and backgrounds plays a big part

• Matched NLO and merged multi-jet generators 
have proved essential

✤  Automation and NLO merging now available 
for many processes

✤ NNLO much more challenging

• Still plenty of scope for new discoveries!
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Higgs Signal and Background Simulation

The cross sections for the tt̄H process are estimated up
to NLO QCD [47–51].
The total cross sections for SM Higgs boson produc-

tion at the LHC with mH = 125GeV are predicted to
be 17.5 pb for

√
s = 7TeV and 22.3 pb for

√
s =

8TeV [52, 53].
The branching ratios of the SM Higgs boson as a

function of mH , as well as their uncertainties, are calcu-
lated using the HDECAY [54] and PROPHECY4F [55,
56] programs and are taken from Refs. [52, 53]. The
interference in the H→ ZZ(∗)→ 4ℓ final states with iden-
tical leptons is taken into account [53, 55, 56].

Table 1: Event generators used to model the signal and background
processes. “PYTHIA” indicates that PYTHIA6 and PYTHIA8 are
used for simulations of

√
s = 7TeV and

√
s = 8 TeV data, respec-

tively.

Process Generator
ggF, VBF POWHEG [57, 58]+PYTHIA
WH, ZH, tt̄H PYTHIA
W+jets, Z/γ∗+jets ALPGEN [59]+HERWIG
tt, tW, tb MC@NLO [60]+HERWIG
tqb AcerMC [61]+PYTHIA
qq̄→ WW MC@NLO+HERWIG
gg→ WW gg2WW [62]+HERWIG
qq̄→ ZZ POWHEG [63]+PYTHIA
gg→ ZZ gg2ZZ [64]+HERWIG
WZ MadGraph+PYTHIA, HERWIG
Wγ+jets ALPGEN+HERWIG
Wγ∗ [65] MadGraph+PYTHIA
qq̄/gg→ γγ SHERPA

The event generators used to model signal and back-
ground processes in samples of Monte Carlo (MC) sim-
ulated events are listed in Table 1. The normalisations
of the generated samples are obtained from the state of
the art calculations described above. Several different
programs are used to generate the hard-scattering pro-
cesses. To generate parton showers and their hadroni-
sation, and to simulate the underlying event [66–68],
PYTHIA6 [69] (for 7 TeV samples and 8TeV sam-
ples produced with MadGraph [70, 71] or AcerMC) or
PYTHIA8 [72] (for other 8 TeV samples) are used. Al-
ternatively, HERWIG [73] or SHERPA [74] are used
to generate and hadronise parton showers, with the
HERWIG underlying event simulation performed using
JIMMY [75]. When PYTHIA6 or HERWIG are used,
TAUOLA [76] and PHOTOS [77] are employed to de-
scribe tau lepton decays and additional photon radiation
from charged leptons, respectively.

The following parton distribution function (PDF) sets
are used: CT10 [78] for the POWHEG, MC@NLO,
SHERPA, gg2WWand gg2ZZ samples; CTEQ6L1 [79]
for the ALPGEN, MadGraph and HERWIG samples;
and MRSTMCal [80] for the PYTHIA6, PYTHIA8 and
AcerMC samples.
Acceptances and efficiencies are obtained mostly

from full simulations of the ATLAS detector [81] us-
ing Geant4 [82]. These simulations include a realistic
modelling of the pile-up conditions observed in the data.
Corrections obtained frommeasurements in data are ap-
plied to account for small differences between data and
simulation (e.g. large samples of W, Z and J/ψ decays
are used to compare lepton reconstruction and identifi-
cation efficiencies).

4. H → ZZ(∗) → 4ℓ channel

The search for the SM Higgs boson through the
decay H → ZZ(∗) → 4ℓ, where ℓ = e or µ, pro-
vides good sensitivity over a wide mass range (110-
600 GeV), largely due to the excellent momentum reso-
lution of the ATLAS detector. This analysis searches
for Higgs boson candidates by selecting two pairs of
isolated leptons, each of which is comprised of two lep-
tons with the same flavour and opposite charge. The
expected cross section times branching ratio for the pro-
cess H → ZZ(∗) → 4ℓ with mH = 125 GeV is 2.2 fb for√
s = 7 TeV and 2.8 fb for

√
s = 8 TeV.

The largest background comes from continuum
(Z(∗)/γ∗)(Z(∗)/γ∗) production, referred to hereafter as
ZZ(∗). For low masses there are also important back-
ground contributions from Z + jets and tt̄ production,
where charged lepton candidates arise either from de-
cays of hadrons with b- or c-quark content or from mis-
identification of jets.
The 7 TeV data have been re-analysed and combined

with the 8 TeV data. The analysis is improved in several
aspects with respect to Ref. [83] to enhance the sensitiv-
ity to a low-mass Higgs boson. In particular, the kine-
matic selections are revised, and the 8 TeV data anal-
ysis benefits from improvements in the electron recon-
struction and identification. The expected signal sig-
nificances for a Higgs boson with mH = 125 GeV are
1.6 σ for the 7 TeV data (to be compared with 1.25 σ
in Ref. [83]) and 2.1 σ for the 8 TeV data.

4.1. Event selection

The data are selected using single-lepton or dilepton
triggers. For the single-muon trigger, the pT threshold
is 18 GeV for the 7 TeV data and 24 GeV for the 8 TeV

3
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ATLAS POWHEG “NNLOPS” Sample

Process Generator Showering PDF set Order of calculation
�[pb]p

s = 13 TeV
ggH Powheg NNLOPS Pythia8 PDF4LHC15 N3LO(QCD)+NLO(EW) 48.52
VBF Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 3.78
WH Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 1.37
qq̄0 ! ZH Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 0.76
gg ! ZH Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 0.12
tt̄H MadGraph5 aMC@NLO Pythia8 NNPDF3.0 NLO(QCD)+NLO(EW) 0.51
bb̄H MadGraph5 aMC@NLO Pythia8 CT10 5FS(NNLO)+4FS(NLO) 0.49
tHqb̄ MadGraph5 aMC@NLO Pythia8 CT10 4FS(LO) 0.07
tHW MadGraph5 aMC@NLO Herwig++ CT10 5FS(NLO) 0.02
�� Sherpa Sherpa CT10
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gg   Higgs(+jet)

Hamilton, Nason, Oleari & 
Zanderighi, arXiv:1212.4504

Z � e+e� production total cross sections in nb at the 14 TeV LHC

KR,KF 1, 1 1, 2 2, 1 1, 1
2

1
2 , 1

1
2 ,

1
2 2, 2

ZJ-MiNLO NLO 1.916(5) 2.065(6) 1.776(2) 1.662(3) 2.18(1) 2.022(6) 1.987(3)

Z NLO 2.039(3) 2.100(3) 2.015(2) 1.938(2) 2.068(3) 1.984(2) 2.092(3)

ZJ-MiNLO LO 1.3827(5) 1.7322(6) 1.1806(4) 1.0348(3) 2.1280(7) 1.5677(5) 1.4831(5)

Z LO 1.793(2) 2.014(2) 1.793(2) 1.555(2) 1.793(2) 1.555(2) 2.014(2)

Table 6: Total cross section for Z� � e+e� production, obtained with the ZJ-MiNLO and the
Z programs, both at full NLO level and at leading order, for di�erent scales combinations. The
maximum and minimum are highlighted.
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Figure 1: Comparison between the H+PYTHIA result and the HJ-MiNLO+PYTHIA result for the
Higgs-boson rapidity distribution at the LHC at 8 TeV. The left plot shows the 7-point scale-
variation band for the H generator, while the right plot shows the HJ-MiNLO 7-point band.

also the rapidity distributions are in good agreement. We thus show in fig. 1 the rapidity

distribution of the Higgs boson at the 8 TeV LHC, computed with the H and with the HJ-

MiNLO generators, both interfaced to PYTHIA 6 [37] for shower. We have used the Perugia-0

tune of PYTHIA (that is to say, PYTUNE(320)). Hadronization, underlying event and multi-

parton collisions were turned o�. The two plots show the scale-variation band for each

generator. The band is obtained as the upper and lower envelope of the results obtained

by setting the scale factor parameters (KR,KF) to (1, 1), (1, 2), (2, 1), (1, 12), (
1
2 , 1), (

1
2 ,

1
2)

and (2, 2). We see considerable agreement between the two approaches, with the scale-

variation band of the HJ-MiNLO result being slightly larger.

In figs. 2 and 3 we show the Higgs transverse momentum distributions. We begin

by noticing that the central values of the H and HJ-MiNLO generators are in very good

agreement. This is not a surprise, since in the H generator, the parameter hfact, that

separates the real cross section contribution into the sum of a singular and a finite one,

was set to the value MH/1.2, motivated by the fact that this yields better agreement with

the NNLO result.

We notice that, for large transverse momenta, the HJ-MiNLO generator has a smaller

scale variation band with respect to the H one. We expect this behaviour, since the HJ-

MiNLO generator achieves NLO accuracy for one-jet inclusive distributions, while the H

generator is only tree-level accurate. We also notice that the scale uncertainty band of

HJ-MiNLO widens at small transverse momentum. This behaviour is also expected, since,
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Figure 2: Comparison between the H+PYTHIA result and the HJ-MiNLO+PYTHIA result for the Higgs
boson transverse-momentum distribution. The bands are obtained as in fig. 1.

10�1

100

d
�
/d

p
H T

[p
b
/G

eV
]

ra
ti

o

pH

T
[GeV]

d
�
/d

p
H T

[p
b
/G

eV
]

ra
ti

o

H+Pythia
HJ+Pythia

0.5
1.0
1.5

0 20 40 60 80 100

10�1

100

d
�
/d

p
H T

[p
b
/G

eV
]

ra
ti

o

pH

T
[GeV]

d
�
/d

p
H T

[p
b
/G

eV
]

ra
ti

o

HJ+Pythia
H+Pythia

0.5
1.0
1.5

0 20 40 60 80 100

Figure 3: Same as fig. 2 for a di�erent pH
T range.

in that direction, we approach the strong coupling regime. Observe also that the H result

does not show a realistic scale uncertainty in the pH
T < MH region. This too is understood,

and it follows from the fact that this region is dominated by S-type events (see refs. [36, 38]

for a detailed explanation).

As a last point, we see from fig. 3, that a noticeable di�erence in shape is present in

the very small transverse-momentum region. This again does not come as a surprise, since

the POWHEG-generated Sudakov form factor in the H generator di�ers by NNLL terms, and

also by non-singular contributions, from the HJ-MiNLO one. Notice also that, unlike in the

H case [38], the scale variation in the HJ-MiNLO generator induces a change in shape of the

transverse momentum spectrum in the Sudakov region, leading to a better understanding

of the associated uncertainty.

We now turn to the case of W� production. Motivated by the discussion given for

the total cross section case, we consider only a 3-point scale variation, i.e. KR = KF =

{1/2, 1, 2} for the WJ-MiNLO generator. In fig. 4 we show the l� rapidity distribution at

the Tevatron computed with the W and WJ+MiNLO generators. We essentially see no shape

di�erence in this distribution, therefore, as for the inclusive cross section, we find that the

WJ+MiNLO central value is about 5% below the W one. The WJ band is slightly larger than

– 22 –

Born term in POWHEG (i.e. by setting the bornonly flag to 1), and by downgrading the

Sudakov form factor to pure NLL accuracy, i.e. we set B2 to zero.

In the MiNLO case, the central value is chosen according to the procedure discussed

earlier, with more than one renormalization scale for each phase space point. In the H

fixed order calculation, we choose as central renormalization and factorization scales the

boson mass. From the table, it is clear that the standard NLO result and the integrated

Higgs boson production total cross sections in pb at the LHC, 8 TeV

KR,KF 1, 1 1, 2 2, 1 1, 1
2

1
2 , 1

1
2 ,

1
2 2, 2

HJ-MiNLO NLO 13.33(3) 13.49(3) 11.70(2) 13.03(3) 16.53(7) 16.45(8) 11.86(2)

H NLO 13.23(1) 13.28(1) 11.17(1) 13.14(1) 15.91(2) 15.83(2) 11.22(1)

HJ-MiNLO LO 8.282(7) 8.400(7) 5.880(5) 7.864(6) 18.28(2) 17.11(2) 5.982(5)

H LO 5.741(5) 5.758(5) 4.734(4) 5.644(5) 7.117(6) 6.996(6) 4.748(4)

Table 1: Total cross section for Higgs boson production at the 8 TeV LHC, obtained with the
HJ-MiNLO and the H programs, both at full NLO level and at leading order, for di�erent scales
combinations. The maximum and minimum are highlighted.

HJ-MiNLO one are fairly consistent, both at the NLO and at the LO level. At the NLO

level, the renormalization-scale variation dominates the uncertainty band, and it turns out

to be very similar for the HJ-MiNLO and H results, with the first one being slightly shifted

upwards. The central values are even closer. Notice that the factorization scale variation

is wider for the HJ-MiNLO result, a fact that we will comment on later.

At leading order the HJ-MiNLO central result exceeds the fixed order one by almost

50%. We again see that the renormalization scale variation dominates the uncertainties.

The scale variation, however, is quite larger than that of the fixed order result.

For W� production we have considered both the LHC at 8 TeV configuration (tab. 2)

and the Tevatron at 1.96 TeV (tab. 3). Here we notice that the WJ-MiNLO NLO result

W� � e��̄ production total cross sections in nb at the LHC, 8 TeV

KR,KF 1, 1 1, 2 2, 1 1, 1
2

1
2 , 1

1
2 ,

1
2 2, 2

WJ-MiNLO NLO 4.35(1) 4.65(1) 4.031(7) 3.818(8) 4.84(2) 4.62(2) 4.462(8)

W NLO 4.612(8) 4.738(8) 4.552(8) 4.425(7) 4.687(8) 4.530(8) 4.703(8)

WJ-MiNLO LO 3.182(1) 3.862(1) 2.713(1) 2.4531(1) 5.006(2) 3.792(2) 3.305(1)

W LO 4.002(6) 4.379(7) 3.999(6) 3.566(6) 3.999(6) 3.566(6) 4.379(7)

Table 2: Total cross section for W� � e��̄ production at the 8 TeV LHC, obtained with the
WJ-MiNLO and the W programs, both at full NLO level and at leading order, for di�erent scales
combinations. The maximum and minimum are highlighted.

has a much wider scale-variation band than the fixed-order one. In both cases, the band

is larger by about a factor of 3. The central value is lower in both cases by about 4-5%.

In the leading order case, the WJ-MiNLO scale band is more than twice as large as the fixed

order one at the LHC. At the Tevatron, the scale variation for the W LO result is clearly

too small, the NLO result being incompatible with it. On the other hand, for both LHC

and Tevatron predictions, if only symmetric scale variations are considered (i.e. the last

– 18 –



Bryan Webber CERN-Fermilab HCP School 2017

• FxFx: Match/merge MC@NLO+Herwig6

54

Higgs+jets

Figure 6: As in fig. 3, with N = 2.

to disappear, and the merging-parameter dependence reduced, when pcut
T

becomes large.

We finally turn to discussing the case of the N = 2, sharp-D function, Sudakov-

reweighted merging; that is, we increase the largest multiplicity by one unit w.r.t. what

was done before. The settings are the same as in the N = 1 case, and figs. 6, 7, and 8 are

the analogues of figs. 3, 4, and 5 respectively (with the exception of one panel in fig. 8).

The numerators of the ratios that appear in the upper insets are the same as before for

the H + 0j and H + 1j cases; that for H + 2j is obviously specific to N = 2. In the lower

insets, together with the ratios that allow one to assess the merging systematics, we have

plotted (as histograms overlaid with open circles) the ratios of the N = 1 results over the

N = 2 ones, both for µQ = 50 GeV. We have also recomputed the Alpgen predictions, by

adding the H + 3 parton sample, for consistency with N = 2. The corresponding results

will not be shown in the plots, since these are already quite busy, and there is no difference

– 26 –

Figure 7: As in fig. 4, with N = 2.

at all in the patterns discussed above, except in a very few cases which we shall comment

upon when appropriate.

The common feature of all but one of the observables presented in figs. 6–8 is that

they are extremely close, in both shape and normalization, to their N = 1 counterparts

of figs. 3–5. This is highly non-trivial, since the individual i-parton contributions are

different in the two cases. The exception is the pseudorapidity of the second-hardest jet

(upper right panel of fig. 7), which the inclusion of the 2-parton sample turns into a more

central distribution, as anticipated in the discussion relevant to fig. 4, and brings it very

close to the Alpgen result obtained with the same µQ.

The small impact of the increase of the largest multiplicity is also generally in agree-

ment with what is found in Alpgen, where the inclusion of the H +3 parton contribution

changes the fully-inclusive rate by +0.3%. The effects on differential observables are also
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to disappear, and the merging-parameter dependence reduced, when pcut
T

becomes large.

We finally turn to discussing the case of the N = 2, sharp-D function, Sudakov-

reweighted merging; that is, we increase the largest multiplicity by one unit w.r.t. what

was done before. The settings are the same as in the N = 1 case, and figs. 6, 7, and 8 are

the analogues of figs. 3, 4, and 5 respectively (with the exception of one panel in fig. 8).

The numerators of the ratios that appear in the upper insets are the same as before for

the H + 0j and H + 1j cases; that for H + 2j is obviously specific to N = 2. In the lower

insets, together with the ratios that allow one to assess the merging systematics, we have

plotted (as histograms overlaid with open circles) the ratios of the N = 1 results over the

N = 2 ones, both for µQ = 50 GeV. We have also recomputed the Alpgen predictions, by

adding the H + 3 parton sample, for consistency with N = 2. The corresponding results

will not be shown in the plots, since these are already quite busy, and there is no difference
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Frederix & Frixione, arXiv:1209.6215



Bryan Webber CERN-Fermilab HCP School 201755

VBF Higgs+jets

Frixione, Torrielli, Zaro, arXiv:1304.7927

Figure 1: Higgs boson transverse-momentum (top) and rapidity (bottom) distributions.
Main frame: aMC@NLO matched with HERWIG6 (black solid), virtuality-ordered
Pythia6 (red dashed) and HERWIG++ (blue dot-dashed). Upper (middle) inset:
ratios of aMC@NLO (POWHEG) over the fixed-order NLO, with the same colour
pattern as the main frame. Lower inset: scale (red-dashed) and PDF (black solid)
uncertainties for aMC@NLO+HERWIG6. See text for further details.

12

Figure 2: Same pattern as in figure 1 for the hardest-jet transverse momentum (top) and
rapidity (bottom).

13

Figure 3: Same pattern as in figure 1 for the second hardest-jet transverse momentum
(top) and rapidity (bottom).

14
• Matched MC@NLO and POWHEG 
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H ! �� - Di↵erential Fiducial Cross-section Measurements
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Both pH
T measurements with H ! �� find distribution broadly compatible with SM

prediction

Though perhaps some hint for excess at high pH
T , as seen on previous slide with

H ! 4`?
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H ! ZZ⇤ ! 4` - Di↵erential Fiducial Cross-section Measurements
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H ! ZZ⇤ ! 4` - Di↵erential Fiducial Cross-section Measurements

Higgs pT distribution

Sensitive to
perturbative QCD
predictions

N jet distribution

Sensitive to
production mode
composition and
gluon emission

 [GeV]
lT,4

p

 [f
b/

G
eV

]
l

T,
4

p
/d

σd

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14 ATLAS Preliminary

-113 TeV, 36.1 fb
l 4→ ZZ* →H 

Data
Syst. uncertainties

 = 1.1, +XHkHRes 
 = 1.1, +XHkNNLOPS 

 = 1.47, +XHkMG5 FxFx 
XH = VBF+WH+ZH+ttH+bbH

-value NNLOPS = 25%p
-value MG5 FxFx = 42%p

-value HRes = 21%p

 [GeV]
lT,4

p
0 10 15 20 30 45 60 80 120 200 350

Da
ta

/T
he

or
y

0.5
1

1.5
2

2.5

(H
) (

fb
/G

eV
)

T
/d

p
fid

 
σd

3−10

2−10

1−10

1

 (13 TeV)-135.9 fbCMS

(H
) >

 2
00

 G
eV

)
T

(p
σ 

501

 sys. unc.)⊕Data (stat. 
Systematic uncertainty

H (NNLOPS) + XH→gg
H (POWHEG) + XH→gg

XH = VBF + VH + ttH (POWHEG)
=125.09 GeV)

H
(LHC HXSWG YR4, m

(H) (GeV)
T

p
0 50 100 150 200 250

Ra
tio

 to
 N

NL
O

PS

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

   

jetsN

 [f
b]

σ

0

0.5

1

1.5

2

2.5

3
ATLAS Preliminary

-113 TeV, 36.1 fb
l 4→ ZZ* →H 

Data
Syst. uncertainties

 = 1.1, +XHkNNLOPS 
 = 1.47, +XHkMG5 FxFx 

XH = VBF+WH+ZH+ttH+bbH

-value NNLOPS = 33%p
-value MG5 FxFx = 55%p

jetsN
0 1 2 3≥

Da
ta

/T
he

or
y

0.5
1

1.5
2

2.5

 (f
b)

fid
σ

2−10

1−10

1

10

210

 (13 TeV)-135.9 fbCMS

(jet)| < 2.5η(jet) > 30 GeV, |
T

p

 sys. unc.)⊕Data (stat. 
Systematic uncertainty

H (NNLOPS) + XH→gg
H (POWHEG) + XH→gg

XH = VBF + VH + ttH (POWHEG)
=125.09 GeV)

H
(LHC HXSWG YR4, m

N(jets)
0 1 2  3≥

Ra
tio

 to
 N

NL
O

PS
0

0.5
1

1.5
2

2.5

Status of 125 GeV Higgs Boson Measurements 17 / 33



Bryan Webber CERN-Fermilab HCP School 2017

ATLAS SUSY Search

59

Searches for Supersymmetry 

Rob McPherson 

19 

m
=2

 T
eV

 



Bryan Webber CERN-Fermilab HCP School 2017

ATLAS Exotica Search

60

Searches for “Exotic” New Physics 
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CMS Exotica Physics Group Summary – ICHEP, 2016!
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