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Pledged Resources for 2017

§ Given the unexpected large amount of data, 2017 was called as special 
year. Additional resources were approved at the October RRB.

§ It was made clear that the agreement among FA, experiments and CERN 
is that computing for Run 2 stays within flat budget  → the resources 
approval was on best effort basis.

Fulfillment of pledges as of February 2017.
CPU Disk Tape
CERN 101% CERN 97% CERN 99%
Tier-1 108% Tier-1 105% Tier-1 95%

Table 1 Fulfillment of pledges as of February 2017. Data from the Rebus WLCG repository [10].

Pledges Balance
ALICE ATLAS CMS LHCb

CERN CPU 0% 0% 0% 0%
CERN disk 0% 0% 0% 0%
CERN tape 0% 0% 0% 0%
T1 CPU -8% -12% -14% -4%
T1 disk -14% 1% -21% -6%
T1 tape -1% -7% -24% -3%
T2 CPU -24% -13% -7% 27%
T2 disk -28% -7% -22% -30%

Table 2 Fractional pledges balance, (total o�ered pledges - experiment’s required pledges)/(experiment’s
required pledges). Data from the REBUS WLCG repository [11].

4 Overall assessment
The experiments in 2016 have made a very intensive use of the WLCG resources. They were forced
to do a lot of operations based on human intervention in order to keep pace with the exceptional LHC
performance. In order to reduce the 2018 requests they have optimized resource usage by further
diminishing the derived data formats and by reducing the number of data replicas in the tiers relying
now on the availability of fast networks connecting the majority of the sites.

The computing models are continuing their evolution towards a configuration in which there will be
large data centers and those with limited disk capacity focus on provisioning CPU resources. The
discussion of the infrastructure configuration has started among the experiments, WLCG, CERN
management and Funding Agencies.

4.1 Fulfillment of Pledges

Table 1 summarizes the pledge fulfillment for RRB year 2017. These represent the resources available,
actually delivered to the experiments respct to those pledged by the Funding Agencies. But 2017 was
treated as special year. Given the exceptional performances of the machine, the experiments asked for
more resources than the flat budget expectations and during the October RRB the agencies were asked
to contribute on a best e�ort basis. In table 2 we report the balance defined as (total o�ered pledges
- experiment’s required pledges)/(experiment’s required pledges), for each experiment for each tier.
CERN has provided the experiments with the requested resources while at T1 and T2 level not all the
required requests have been actually o�ered. We note that ATLAS can count almost on the requested
resources, the missing CPU power can be easily compensated by the overpledeges that the experiment
always has. LHCb is in a similar situation, the missing disk space at T2 is not worrying given the
small size of the T2. ALICE is lacking disk space both T1 and T2 level. CMS is lacking disk space
at T1 and T2 centers, and tape at T1 level.
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𝑡𝑜𝑡𝑎𝑙	𝑜𝑓𝑓𝑒𝑟𝑒𝑑 − 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡	𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑
𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡	𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑Pledges balance=

This is the starting point.



4
Pledged Resources in the recent years

Study of pledged resources
§ Plot pledges from 2013 up to 2017 as they are in REBUS as function 

of the year;
§ Fit each plot to measure the actual average increase year per year;
§ Display 2018 requests, not used in the fit, and compare them to the 

fitted value extrapolated to 2018.

Reminder, flat budget assumptions: 20% increase for CPU, 15% for disk 
and tape space at constant budget
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Alice History
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cpu_T0: pledges 2013-2017, 2018: request, ALICE

base      10.33± 83.14 
increase  0.05185± 0.3726 
base      10.33± 83.14 
increase  0.05185± 0.3726 

cpu_T0: pledges 2013-2017, 2018: request, ALICE
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cpu_T1: pledges 2013-2017, 2018: request, ALICE

base      4.096± 95.01 
increase  0.01747± 0.2473 
base      4.096± 95.01 
increase  0.01747± 0.2473 

cpu_T1: pledges 2013-2017, 2018: request, ALICE
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cpu_T2: pledges 2013-2017, 2018: request, ALICE

base      15.34± 157.5 
increase  0.0392± 0.1421 
base      15.34± 157.5 
increase  0.0392± 0.1421 

cpu_T2: pledges 2013-2017, 2018: request, ALICE
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disk_T0: pledges 2013-2017, 2018: request, ALICE

base      0.8572± 7.571 
increase  0.04638± 0.3081 
base      0.8572± 7.571 
increase  0.04638± 0.3081 

disk_T0: pledges 2013-2017, 2018: request, ALICE
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disk_T1: pledges 2013-2017, 2018: request, ALICE

base      0.9487± 8.664 
increase  0.04431± 0.2738 
base      0.9487± 8.664 
increase  0.04431± 0.2738 

disk_T1: pledges 2013-2017, 2018: request, ALICE
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disk_T2: pledges 2013-2017, 2018: request, ALICE

base      0.6223± 11.99 
increase  0.02081± 0.1663 
base      0.6223± 11.99 
increase  0.02081± 0.1663 

disk_T2: pledges 2013-2017, 2018: request, ALICE
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tape_T0: pledges 2013-2017, 2018: request, ALICE

base      5.224± 13.98 
increase  0.1537± 0.231 
base      5.224± 13.98 
increase  0.1537± 0.231 

tape_T0: pledges 2013-2017, 2018: request, ALICE
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tape_T1: pledges 2013-2017, 2018: request, ALICE

base      2.985± 9.135 
increase  0.1361± 0.3191 
base      2.985± 9.135 
increase  0.1361± 0.3191 

tape_T1: pledges 2013-2017, 2018: request, ALICE

Figure 1 ALICE: plots in the first row show the CPU increase at T0, T1 and T2 while the second one has the
disk space increase for the same tiers and the last row the tape space increase respectively at T0 and T1. The
last point represents the 2018 requests, not considered in the fit.

4

Fit result
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ATLAS History

Fit result
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cpu_T0: pledges 2013-2017, 2018: request, ATLAS

base      11.88± 91.05 
increase  0.05594± 0.4448 
base      11.88± 91.05 
increase  0.05594± 0.4448 

cpu_T0: pledges 2013-2017, 2018: request, ATLAS
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cpu_T1: pledges 2013-2017, 2018: request, ATLAS

base       24.7±   297 
increase  0.03393± 0.2743 
base       24.7±   297 
increase  0.03393± 0.2743 

cpu_T1: pledges 2013-2017, 2018: request, ATLAS
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cpu_T2: pledges 2013-2017, 2018: request, ATLAS

base      48.51± 333.8 
increase  0.05965± 0.2928 
base      48.51± 333.8 
increase  0.05965± 0.2928 

cpu_T2: pledges 2013-2017, 2018: request, ATLAS
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disk_T0: pledges 2013-2017, 2018: request, ATLAS

base      0.8675± 8.661 
increase  0.04106± 0.2895 
base      0.8675± 8.661 
increase  0.04106± 0.2895 

disk_T0: pledges 2013-2017, 2018: request, ATLAS
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disk_T1: pledges 2013-2017, 2018: request, ATLAS

base      2.092± 32.71 
increase  0.02577± 0.1944 
base      2.092± 32.71 
increase  0.02577± 0.1944 

disk_T1: pledges 2013-2017, 2018: request, ATLAS
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disk_T2: pledges 2013-2017, 2018: request, ATLAS

base      3.708± 45.14 
increase  0.03299± 0.1407 
base      3.708± 45.14 
increase  0.03299± 0.1407 

disk_T2: pledges 2013-2017, 2018: request, ATLAS
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tape_T0: pledges 2013-2017, 2018: request, ATLAS

base      4.659± 18.69 
increase  0.1058± 0.3997 
base      4.659± 18.69 
increase  0.1058± 0.3997 

tape_T0: pledges 2013-2017, 2018: request, ATLAS
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tape_T1: pledges 2013-2017, 2018: request, ATLAS

base      3.028± 34.46 
increase  0.0384± 0.4981 
base      3.028± 34.46 
increase  0.0384± 0.4981 

tape_T1: pledges 2013-2017, 2018: request, ATLAS

Figure 2 ATLAS: plots in the first row show the CPU increase for T0, T1 and T2 while the second one has the
disk space increase for the same tiers and the last one the tape space increase respectively at T0 and T1. The
last point represents the 2018 requests, not considered in the fit.
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CMS History

Fit result
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cpu_T0: pledges 2013-2017, 2018: request, CMS

base      20.37± 119.5 
increase  0.07113± 0.379 
base      20.37± 119.5 
increase  0.07113± 0.379 

cpu_T0: pledges 2013-2017, 2018: request, CMS
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cpu_T1: pledges 2013-2017, 2018: request, CMS

base      7.813± 140.3 
increase  0.02334± 0.3861 
base      7.813± 140.3 
increase  0.02334± 0.3861 

cpu_T1: pledges 2013-2017, 2018: request, CMS
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cpu_T2: pledges 2013-2017, 2018: request, CMS

base      22.11± 401.5 
increase  0.02207± 0.191 
base      22.11± 401.5 
increase  0.02207± 0.191 

cpu_T2: pledges 2013-2017, 2018: request, CMS
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disk_T0: pledges 2013-2017, 2018: request, CMS

base      1.159± 6.424 
increase  0.07588± 0.3946 
base      1.159± 6.424 
increase  0.07588± 0.3946 

disk_T0: pledges 2013-2017, 2018: request, CMS
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disk_T1: pledges 2013-2017, 2018: request, CMS

base      3.197± 19.62 
increase  0.06611± 0.2048 
base      3.197± 19.62 
increase  0.06611± 0.2048 

disk_T1: pledges 2013-2017, 2018: request, CMS
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disk_T2: pledges 2013-2017, 2018: request, CMS

base      2.187± 26.81 
increase  0.03286± 0.1722 
base      2.187± 26.81 
increase  0.03286± 0.1722 

disk_T2: pledges 2013-2017, 2018: request, CMS
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tape_T0: pledges 2013-2017, 2018: request, CMS

base      3.258± 21.13 
increase  0.06401± 0.3322 
base      3.258± 21.13 
increase  0.06401± 0.3322 

tape_T0: pledges 2013-2017, 2018: request, CMS
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tape_T1: pledges 2013-2017, 2018: request, CMS

base       4.78± 37.89 
increase  0.05266± 0.3567 
base       4.78± 37.89 
increase  0.05266± 0.3567 

tape_T1: pledges 2013-2017, 2018: request, CMS

Figure 3 CMS: plots in the first row show the CPU increase for T0, T1 and T2 while the second one has the
disk space increase for the same tiers and the last one the tape space increase respectively at T0 and T1. The
last point represents the 2018 requests, not considered in the fit.
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LHCb History

Fit result
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cpu_T0: pledges 2013-2017, 2018: request, LHCb

base      3.623± 28.11 
increase  0.05232± 0.2289 
base      3.623± 28.11 
increase  0.05232± 0.2289 

cpu_T0: pledges 2013-2017, 2018: request, LHCb
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cpu_T1: pledges 2013-2017, 2018: request, LHCb

base      4.554± 98.75 
increase  0.01848± 0.1913 
base      4.554± 98.75 
increase  0.01848± 0.1913 

cpu_T1: pledges 2013-2017, 2018: request, LHCb
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cpu_T2: pledges 2013-2017, 2018: request, LHCb

base      8.425± 37.98 
increase  0.09358± 0.3808 
base      8.425± 37.98 
increase  0.09358± 0.3808 

cpu_T2: pledges 2013-2017, 2018: request, LHCb
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disk_T0: pledges 2013-2017, 2018: request, LHCb

base      0.3495± 3.203 
increase  0.04541± 0.3496 
base      0.3495± 3.203 
increase  0.04541± 0.3496 

disk_T0: pledges 2013-2017, 2018: request, LHCb
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disk_T1_T2: pledges 2013-2017, 2018: request, LHCb

base      0.9692± 10.07 
increase  0.03881± 0.2443 
base      0.9692± 10.07 
increase  0.03881± 0.2443 

disk_T1_T2: pledges 2013-2017, 2018: request, LHCb
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tape_T0: pledges 2013-2017, 2018: request, LHCb

base      0.9691± 6.179 
increase  0.06672± 0.4326 
base      0.9691± 6.179 
increase  0.06672± 0.4326 

tape_T0: pledges 2013-2017, 2018: request, LHCb
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tape_T1: pledges 2013-2017, 2018: request, LHCb

base      2.515± 11.91 
increase  0.08807± 0.3896 
base      2.515± 11.91 
increase  0.08807± 0.3896 

tape_T1: pledges 2013-2017, 2018: request, LHCb

Figure 4 LHCb: plots in the first row show the CPU increase at T0, T1 and T2 while the second one has the
disk space increase where T1 and T2 are merged and the last one the tape space increase respectively at T0 and
T1. The last point represents the 2018 requests, not considered in the fit.
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Percentage increase in pledges 2013-2017

ALICE ATLAS CMS LHCb
CERN CPU 37% 45% 38% 23%
CERN disk 31% 29% 39% 35%
CERN tape 23% 40% 33% 43%
T1 CPU 25% 27% 39% 19%
T1 disk 27% 19% 20% 24%
T1 tape 32% 50% 36% 39%
T2 CPU 14% 29% 19% 38%
T2 disk 17% 14% 17% 24%

Table 3 Annual increase in the pledges from fitting 2013-2017 REBUS data [11] as shown in Figs 1-4.

4.2 Pledged Resources in the recent years

Triggered by the pattern of promised resources in 2017 shown in Table 2, C-RSG has studied the
pledges as function of year. We used the numbers as recorded in the REBUS database and plotted
them as function of the year starting from 2013 when the RRB decided to provide resources to the
LHC experiments on the flat budget basis. Then, data is fitted to find the average increase. Figures 1-4
show this analysis with the solid line representing the fit result and the dotted line the extrapolation to
2018. The percentage increase is summarized in table 3 for each experiment and each tier.

We remind here that the Computing Models presented by the experiments [7] assumed an increase of
20% of CPU and 15% of disk and tape space each year for fixed budget.

As it can be seen from the figures, the pledges have been rising faster than expected for a flat budget.
In particular we see an increase almost two times the expected one for tape.

4.3 Analysis of Access-Frequency data

Data popularity plots have been provided by all experiments. In figure 5 we show the number of
accesses in a given time period. We are interested in particular in the first two bins that contain data
with zero access. Recently ATLAS, CMS and LHCb started to change data access model by attaching
a lifetime to datasets, that are deleted or moved to tape when not used for a given period of time. By
comparing the plots with those of previous year we noticed that the amount of data not accessed keeps
reducing. CMS has sizeable amount of data in the second bin, not accessed in the period produced,
that was not present before. CMS has explained that the most recently produced data that has not
been accessed in the period is due to a temporary e�ect caused by a massive Monte Carlo production
in view of Moriond 2017 and simulated samples that were not yet accessed at the time of the plot
creation. We have to recall also that CMS plot is CRAB-based and does not show all the disk space
accessed and therefore it underestimates CMS usage. ALICE is working to implement a procedure to
reduce old not accessed data that appears in the first bin.

3

Summary of average increase

Average increase 
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Resource Use per Tier in 2016

Efficiency: normalized CPU 
time over normalized wall 
clock time   no processors

Similar behavior in previous year
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CPU Efficiency History

Efficiency: normalized CPU 
time over normalized wall 
clock time   no processors

Data from EGI account portal
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Analysis of Access-Frequency Data
ATLAS & CMS

Volume of data vs. no of access in 3-, 6-, 12-months.
1st bin: data created before the period and not accessed in the period.
2nd bin: data created in that period and not accessed in the period.
Disk space is efficiently used thanks to the lifetime associated to each 
dataset.
CMS: sizeable amount of data in 2nd bin due to massive MC production for 
winter conferences.
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Analysis of Access-Frequency Data
ALICE & LHCb

LHCb routinely monitors datasets usage pattern and purge the unused one, 
in 2016, 3.5 PB of disk space were recovered.

ALICE will work to improve disk space usage. 
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ALICE Resource Use

5.2 Usage by the experiments

5.2.1 ALICE

We summarize the computing resource usage by the ALICE experiment for the period January 1st to
December 31st 2016, based on the report provided by ALICE [1]. Pledged resources are extracted
from REBUS, used resources are extracted from EGI accounting portal [9].

Resource Site(s) 2016 2016 2016 2016 2016
request pledged used used/pledged CPU e�ciency

CPU (kHS06) T0 + CAF 215 216 218 101 % 73%
T1 157 177 253 143 % 80%
T2 237 231 255 110 % 82%

Disk (PB) T0 16.80 16.80 13.3 79 %
T1 21.0 18.95 17.4 92 %
T2 26.1 18.51 14.0 76 %

Tape (PB) T0 21.6 21.6 25.5 118 %
T1 15.6 17.77 18.5 104 %

Table 10 Summary of resource usage by ALICE in 2016 (January 2016 to December 2016), with 2016 pledges
and 2015 requests. Requested and pledged resources are from REBUS [11]. T0 and T1 disk data includes 6 PB
of disk bu�er in front of the tape systems.

ALICE has fulfilled its data taking program as established for 2016. All of the 2016 objectives in
terms of statistics have been reached.

The tape usage is dominated by RAW data recording. The data collected at T0 in 2016 amounts to 7.5
PB for a cumulated total of 25.5 PB exceeding by 18% the 2016 pledged resources. The accumulated
data at the T1s storages amounts to 18.5 PB exceeding by 4% the 2016 pledged resources.

The disk storage resources are distributed as follows: 30% in T0, 39% in T1s and 31% in T2s. Simu-
lation represents 40% of disk resources used, reconstruction 45% and data analysis 15%. According
to ALICE usage report, 70% of the 2016 requested resources for disk have been used. About 40% of
the proton-proton raw data for 2016 have not been reconstructed yet.

Simulation represents 70% of CPU resources used. The adoption of Geant4 is ongoing with several
MC productions done exclusively with it. The additional TPC distortion corrections double the
CPU cost of reconstruction but do not significantly impact overall CPU budget as the reconstruction
continues to represent only 11% of used CPU. Data analysis represents 19% of CPU resources used.

From the data popularity plot, it appears that about 11PB of data have not been accessed in the last
year. ALICE is encouraged to adopt a lifetime model to reduce at minimum the unused data on disk.

The HLT farm of ALICE has been successfully integrated into the Grid and is providing about 5%
of the total CPU resources and the contribution from non WLCG sites amounts to 4% of the pledged
resources.

5.2.2 ATLAS

Usage of the computing resources by the ATLAS experiment is summarized in Table 11 and is based
on the report from ATLAS [3], together with the pledged resources extracted from REBUS and the
used resources extracted from the EGI accounting portal.

12

§ Fulfilled data taking program; 40% of 2016 p-p to be reconstructed.
§ Good CPU usage, dominated by the simulation. HLT is 5% of total CPU.
§ Disk storage equally distributed among the tiers, occupied by simulation and 

reconstruction data, analysis data ~15%. Disk space: used 70% of the 
requested 90% of the installed. 

§ From popularity plot, 11 PB of data are not accessed in the last year, we 
invite the collaboration to investigate and take actions.

§ Tape space filled mainly by RAW data, used more than pledged.
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ATLAS Resource Use

§ ATLAS used ~ twice the pledged CPU, mainly for MC data simulation 
and production. 

§ Tape space at T1 is filled at 56% due to the delay in MC reconstruction. 
§ High priority was in reducing the number of DAODs copies and Run-1 

data and MC removal from disk to save space.

Overall ATLAS is making high use of the pledged resources with the notable exception that only 56%
of tape pledged at T1 sites was used. T1 tape usage was lower due to a delay in the MC reconstruction
planned for the fall of 2016. We also note that ATLAS has been able to use twice the amount of
CPU resources pledged by T2 sites and that they also managed to make e�cient use of the HLT farm.
In addition to WLCG sites, ATLAS are making use of resources provided by non-WLCG sites such
as HPC and cloud resources, amounting to approximately 15% of the total amount of available CPU
wall-clock time.

Computation continues to be dominated by Monte Carlo simulation and reconstruction. The intro-
duction of “derivation trains” has managed to keep the amount of CPU resources spent on ad-hoc
user analysis at a constant level despite an increase in the amount of data. The issues previously
encountered with the CPU e�ciency at the CERN T0 have been resolved after CERN IT installed
hardware without hyper-threading, increasing the available memory per core.

E�ciency of the ATLAS software on T1 and T2 facilities remains high with approximately 80%
utilization. Significant work has been undertaken to reduce the number of copies of DAODs based on
the popularity charts and to reduce the amount of Run-1 data and MCs to 6 PB.

Use of fast simulations remains below predictions (by 50%) due to a focus on commissioning Geant4
V10 with an expectation that increasing the number of fast simulations would be a focus for 2017 and
developing fast chains (the full simulation through to derivation) for Run-3.

Table 11 shows an overview of ATLAS’ resource usage for 2016.

Resource Site Pledged Used Used/Pledged Average CPU e�ciency
CPU (kHS06) T0+CAF 235 241 103% 87%

T1 538 642 129% 82%
T2 610 1235 202% 80%
HLT 22 56 255% 76%

Disk (PB) T0+CAF 17 14 82%
T1 53 48 91%
T2 69 72 104%

Tape (PB) T0 42 41 98%
T1 119 67 56%

Table 11 Fulfillment of pledges. The table reports the ATLAS situation at the end of 2016. Data from the
master accounting summary in the WLCG document repository [8].

5.2.3 CMS

During 2016 CMS had to operate in a challenging situation due to the large data delivery and the
deficit of resources at T1. The software and computing group took significative actions that mitigated
the deficit but still the resources available are not at the required level. CMS performed a massive tape
deletion campaign at T1 that made available ⇠30 PB of space. In addition an aggressive disk clean-up
was done at T1 where the space was below the safe point.

CMS has created the "ECoM-17 Evolution of the Computing Model" committee, a group with experts
from Physics, Trigger, R&D and Software and Computing to evaluate the computing resource needed
due to the increased data volume and come up with an evolved strategy before Run3.

CMS continues to evolve the computing model by increasing the flexibility of the workflows executable
at each tier. The HTCondor Global Pool handles multi-core payloads that are run at all T1. Multi-core

13
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CMS Resource Use

§ CPU efficiency at T1 and T2 is low due to scheduling overheads, switching 
from single-core to multi-core. Further analysis is underway.

§ Due to the missing pledged tape space at T1, a massive tape deletions was 
performed to free up 30 PB  in addition to an aggressive disk clean-up. All 
this was very costly in human resources.

§ ECoM-17 Evolution of the Computing Model" committee was form to 
study and optimize requests before Run-3

processing is possibile also at almost all T2. We noted that the CPU e�ciency is lower with respect
to the past years. This is due to the scheduling overheads, switching from single-core to multi-core
and to the fact that idle pilot time may be accounted di�erently among various experiments. In fact
the payloads CPU e�ciency is around 80%.

The HLT farm has been commissioned as an opportunistic resource as well as during the interfill,
being capable of providing 15k cores during these periods. On average in 2016 HLT provided 50
kHS06 averaged contributing for 14% of the total T1 CPU.

CMS used the Amazon Web Services commercial cloud to expand the available resources by 25% for
two weeks to produce Monte Carlo events for conferences. In addition the Google Cloud Platform was
exploited to produce Monte Carlo samples for Moriond 2017. The use of this resource was a proof of
concept, demonstrating the elastic nature of the Cloud, and was available for a short period of time.

The C-RSG is concerned about the gap which exists between the requested resources and the actually
pledged resources. Particularly, the amount of tape space does not cover the request of the experiment.
Table 12 shows an overview of CMS resource usage for 2016. C-RSG appreciates the reports made
by CMS, which show a good understanding of the interplay of resources of various types (CPU, Disk,
Tape) deployed at the various Tiers.

Resource Site Pledged Used Used/Pledged Average CPU e�ciency
CPU (kHS06) T0+CAF 306 260 85% 81%

T1 348 358 103% 68%
T2 677 872 129% 65%
HLT - 51 - 80%

Disk (PB) T0+CAF 16 15 90%
T1 30 30 100%
T2 41 37 90%

Tape (PB) T0+CAF 44 40 91%
T1 88 73 83%

Table 12 Fulfillment of pledges. The table reports the CMS situation at the end of 2016. Data from the master
accounting summary in the WLCG document repository [8]. Note that CMS manually keeps T2 disk usage at
90% utilization, so the T2 disk utilization does not indicate lack or surplus of T2 disk resources

5.2.4 LHCb

The report covers all of 2016 (January to December) and is based on a report from LHCb [5]. Activities
in 2016 included simulation, user analysis, an incremental stripping of Run-1 data, validation cycles
of 2015 TURBO data, reconstruction of data taken in 2015 in proton-ion collisions and processing of
data taken in 2016 proton-proton collisions.

Several unanticipated factors impacted the use of storage and compute resources by LHCb in 2016: the
LHC live time in 2016 was considerably higher than originally anticipated and put strain on resources,
the stripping output used a bandwidth of 120MB/s rather than the design of 100MB/s, and the size of
the TURBO stream was 50kB/event instead of 10kB/event. Dataset parking, reduction of the number
of stored copies and the removal of unused dataset mitigated the impact of these factors.
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LHCb Resource Use

§ As in the past very high CPU efficiency, HLT is included in T1 resources. 
§ Stripping output 120MB/s instead 100MB/s and the TURBO stream 

50kB/event instead 10kB/event → parking data and reduction of stored 
copies were implemented to mitigate the requests.

§ Aggressive data access monitoring helped to clean up disk space.

Resource Site(s) 2016 2016 Used/pledged Average CPU e�ciency
pledge used

CPU (kHS06) T0 51 31.4 62% 91%
T1 165 201.4 122% 95%
T2 88.6 115.6 130% 96%

Disk (PB) T0 7.6 4.59 60%
T1 15.9 13.0 82%
T2 2.7 2.8 103%

Tape (PB) T0 20.6 16.6 81%
T1 35.0 22.8 65%

Table 13 2016 LHCb usage table. Disk used at T0 and T1 is T0D1 class plus cache space for tape storage, it
does not include stage and read pools for dCache. CPU is CPU power in kHS06 averaged over one year. The
T2 cpu usage also includes non pledged WLCG sites, while T1 cpu usage also includes the HLT resource.

RRB year pp/106 s HI/106 s pp pileup
2015 3 0.7 25
2016 5 0.7 35
2017 7.8 - 35
2018 7.8 0.7 35

Table 14 Assumptions on live time for LHC running in Run 2, 2015 to 2018. The final column gives the
anticipated average pileup for ATLAS and CMS during pp running for each year.

6 Resource requirements for 2018

6.1 Assumptions for resource requests

The assumptions used by the experiments to determine the resources needs are based on the LHC
running conditions [7] and on the updated approved schedule [12]. Table 14 reports the anticipated
LHC beam live times updated to the latest o�cial schedule [12]. Looking at 2016 data taking the
machine e�ciency in 2017 and 2018 for pp runs is assumed to be 60%. The final column gives
the average pileup (average number of collisions in each beam-crossing) for ATLAS and CMS pp
collisions. The LHC luminosity is expected to be 1.7 ⇥ 1034 cm�2 s�1 for 2017 and 2018. Since June
2015 the assumed e�ciencies on CPU, disk and tape usage is 100%, it was 85% and 70% for organized
and analysis CPU usage.

7 Resource requirements from the experiments

7.1 ALICE

Table 15 summarizes the requests from ALICE for 2018 and 2019. For a sake of clarity, the following
information is provided:

• ALICE requests are documented for RRB April and October meetings

• CERN CAF resources are included in the T0 requests.
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Data taking assumptions   

Peak luminosity 1.7x1034 cm-2s-1. It may be pessimistic…

Resource Site(s) 2016 2016 Used/pledged Average CPU e�ciency
pledge used

CPU (kHS06) T0 51 31.4 62% 91%
T1 165 201.4 122% 95%
T2 88.6 115.6 130% 96%

Disk (PB) T0 7.6 4.59 60%
T1 15.9 13.0 82%
T2 2.7 2.8 103%

Tape (PB) T0 20.6 16.6 81%
T1 35.0 22.8 65%

Table 13 2016 LHCb usage table. Disk used at T0 and T1 is T0D1 class plus cache space for tape storage, it
does not include stage and read pools for dCache. CPU is CPU power in kHS06 averaged over one year. The
T2 cpu usage also includes non pledged WLCG sites, while T1 cpu usage also includes the HLT resource.

RRB year pp/106 s HI/106 s pp pileup
2015 3 0.7 25
2016 5 0.7 35
2017 7.8 - 35
2018 7.8 0.7 35

Table 14 Assumptions on live time for LHC running in Run 2, 2015 to 2018. The final column gives the
anticipated average pileup for ATLAS and CMS during pp running for each year.

6 Resource requirements for 2018

6.1 Assumptions for resource requests

The assumptions used by the experiments to determine the resources needs are based on the LHC
running conditions [7] and on the updated approved schedule [12]. Table 14 reports the anticipated
LHC beam live times updated to the latest o�cial schedule [12]. Looking at 2016 data taking the
machine e�ciency in 2017 and 2018 for pp runs is assumed to be 60%. The final column gives
the average pileup (average number of collisions in each beam-crossing) for ATLAS and CMS pp
collisions. The LHC luminosity is expected to be 1.7 ⇥ 1034 cm�2 s�1 for 2017 and 2018. Since June
2015 the assumed e�ciencies on CPU, disk and tape usage is 100%, it was 85% and 70% for organized
and analysis CPU usage.

7 Resource requirements from the experiments

7.1 ALICE

Table 15 summarizes the requests from ALICE for 2018 and 2019. For a sake of clarity, the following
information is provided:

• ALICE requests are documented for RRB April and October meetings

• CERN CAF resources are included in the T0 requests.
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§ During the October RRB FA made clear that 2018 could not be a(nother) 

special year.
§ Experiments were asked by LHCC/WLCG to develop a strategy to 

mitigate resource requests without jeopardize physics.
§ Final LHCC document reports: “The LHCC notes that the margins to 

reduce the resource usage in the short term without impact on physics 
have been exhausted”

§ CRSG decided to evaluate 2018 requests respect to 2017 pledges

Resource requests for 2018   
Fulfillment of pledges as of February 2017.

CPU Disk Tape
CERN 101% CERN 97% CERN 99%
Tier-1 108% Tier-1 105% Tier-1 95%

Table 1 Fulfillment of pledges as of February 2017. Data from the Rebus WLCG repository [10].

Pledges Balance
ALICE ATLAS CMS LHCb

CERN CPU 0% 0% 0% 0%
CERN disk 0% 0% 0% 0%
CERN tape 0% 0% 0% 0%
T1 CPU -8% -12% -14% -4%
T1 disk -14% 1% -21% -6%
T1 tape -1% -7% -24% -3%
T2 CPU -24% -13% -7% 27%
T2 disk -28% -7% -22% -30%

Table 2 Fractional pledges balance, (total o�ered pledges - experiment’s required pledges)/(experiment’s
required pledges). Data from the REBUS WLCG repository [11].

4 Overall assessment
The experiments in 2016 have made a very intensive use of the WLCG resources. They were forced
to do a lot of operations based on human intervention in order to keep pace with the exceptional LHC
performance. In order to reduce the 2018 requests they have optimized resource usage by further
diminishing the derived data formats and by reducing the number of data replicas in the tiers relying
now on the availability of fast networks connecting the majority of the sites.

The computing models are continuing their evolution towards a configuration in which there will be
large data centers and those with limited disk capacity focus on provisioning CPU resources. The
discussion of the infrastructure configuration has started among the experiments, WLCG, CERN
management and Funding Agencies.

4.1 Fulfillment of Pledges

Table 1 summarizes the pledge fulfillment for RRB year 2017. These represent the resources available,
actually delivered to the experiments respct to those pledged by the Funding Agencies. But 2017 was
treated as special year. Given the exceptional performances of the machine, the experiments asked for
more resources than the flat budget expectations and during the October RRB the agencies were asked
to contribute on a best e�ort basis. In table 2 we report the balance defined as (total o�ered pledges
- experiment’s required pledges)/(experiment’s required pledges), for each experiment for each tier.
CERN has provided the experiments with the requested resources while at T1 and T2 level not all the
required requests have been actually o�ered. We note that ATLAS can count almost on the requested
resources, the missing CPU power can be easily compensated by the overpledeges that the experiment
always has. LHCb is in a similar situation, the missing disk space at T2 is not worrying given the
small size of the T2. ALICE is lacking disk space both T1 and T2 level. CMS is lacking disk space
at T1 and T2 centers, and tape at T1 level.

2

• CMS has a deficit of tape 
at T1

• CMS and ALICE have 
deficit of disk at T1 and 
T2

• CPU deficit is not crucial



20Alice Scrutiny

§ ALICE has deficit in disk at T1 and T2, this was happening since few 
years generating the 82% (it is 31% respect to the requests)

§ ALICE requests are beyond flat budget and higher than the average 
increase 2013-2017. CRSG had several discussion with the 
experiment, however the ALICE computing coordinator made it very 
clear that the increased requests are needed to achieve the physics 
program endorsed by LHCC. 

• T0 disk requirement includes 3.4 PB of disk bu�er in front of the tape system. T1 disk
requirement includes 2.8 PB of disk bu�er in front of the tape system.

Resource Site 2017 pledge 2018 ALICE Growth 2018 CRSG Growth
CPU (kHS06) T0+CAF 292 350 20% 350 20%

T1 235 306 30% 306 30%
T2 278 438 58% - -

Disk (PB) T0+CAF 22 27 23% 27 23%
T1 21.8 32 47% - -
T2 22.5 41 82% - -

Tape (PB) T0+CAF 36.9 55 49% 55 49%
T1 30.6 41 34% 41 34%

Table 15 ALICE resources requests. CERN CAF resources are included in T0 CPU requests. T0 disk
requirement includes 3.4 PB of disk bu�er in front of the tape system. T1 disk requirement includes 2.8 PB of
disk bu�er in front of the tape system.

Taking as a reference, the pledged resources for 2017 in table 15, ALICE requests for 2018 and 2019
go far beyond the goal of keeping a flat budget. It has to be noticed that pledges for ALICE are not
at the level of their requests. However, the ALICE computing coordinator made it very clear that the
increased requests are needed to achieve the physics program endorsed by LHCC.
From numerous discussions, it appears there are limited possibilities to further optimize the resources
needed for ALICE to achieve its scientific goals.
Compared to the resources pledged in 2017 by the funding agencies, tape requests for 2018 represent
an increase by 49% for T0 and 34% for T1. The CRSG perception is that these requests for tape are
acceptable because tape are mandatory for storing raw data and the unit cost of tape is relatively cheap.
However, the other requirements for 2018, specifically: T1-disk (47% increase), T2-disk (82%) and
T2-cpu (58%) are well beyond "flat budget" and we noticed that T2 pledges are about 20% less than
the request. CRSG is not in a position to accept these requests and asks the experiment and the LHCC
to take the actions necessary to reduce the resource needs in order to be scrutinized in October. CRSG
is willing to follow and to help in this process if asked.
ALICE usage statistics show that only about 80% of the disk pledged for 2016 has been used. A flat
budget scenario for the disk in 2018 is not perceived by CRSG as a risk for the physics program.
Regarding CPU, confusion was raised by a discrepancy between the numbers provided by ALICE and
CERN for T0 resource usage in 2016. A plausible explanation for the discrepancy was found on April
13th 2017 by the ALICE computing coordinators that results in a significant reevaluation of the CPU
usage compared to the numbers provided by ALICE in their initial usage report. These new numbers
are documented in table 10.

7.2 ATLAS

Table 16 shows the pledged resources for ATLAS for 2017, the request for 2018, and the recommen-
dations of the CRSG. Using the 2017 pledges as a baseline the ATLAS requests for 2018 represent
a 15% increase in CPU (over all tiers), an 8% increase in disk (over all tiers), and a 15% increase in
tape (for T0 and T1).
These requests are consistent with the expectations of a flat budget and lower respect to the projections
of growth in ATLAS resources over the last four years (see Figure 2). We note that the request for
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21Alice Scrutiny cont’d

§ Tape space is crucial for raw data storage and CRSG supports the request. 
§ CPU at T0 and T1 as well as disk space at T0 are supported, needed to 

process data.
§ For CPU at T2, disk space at T1 and T2 CRSG is not in a position to 

accept these requests. We asks experiment, LHCC and FA to take the 
actions necessary to reconcile the deficit, which imply to increase the 
pledges and reduce the resource needs. We propose to scrutinize these 
requests in October.

• T0 disk requirement includes 3.4 PB of disk bu�er in front of the tape system. T1 disk
requirement includes 2.8 PB of disk bu�er in front of the tape system.

Resource Site 2017 pledge 2018 ALICE Growth 2018 CRSG Growth
CPU (kHS06) T0+CAF 292 350 20% 350 20%

T1 235 306 30% 306 30%
T2 278 438 58% - -

Disk (PB) T0+CAF 22 27 23% 27 23%
T1 21.8 32 47% - -
T2 22.5 41 82% - -

Tape (PB) T0+CAF 36.9 55 49% 55 49%
T1 30.6 41 34% 41 34%

Table 15 ALICE resources requests. CERN CAF resources are included in T0 CPU requests. T0 disk
requirement includes 3.4 PB of disk bu�er in front of the tape system. T1 disk requirement includes 2.8 PB of
disk bu�er in front of the tape system.

Taking as a reference, the pledged resources for 2017 in table 15, ALICE requests for 2018 and 2019
go far beyond the goal of keeping a flat budget. It has to be noticed that pledges for ALICE are not
at the level of their requests. However, the ALICE computing coordinator made it very clear that the
increased requests are needed to achieve the physics program endorsed by LHCC.
From numerous discussions, it appears there are limited possibilities to further optimize the resources
needed for ALICE to achieve its scientific goals.
Compared to the resources pledged in 2017 by the funding agencies, tape requests for 2018 represent
an increase by 49% for T0 and 34% for T1. The CRSG perception is that these requests for tape are
acceptable because tape are mandatory for storing raw data and the unit cost of tape is relatively cheap.
However, the other requirements for 2018, specifically: T1-disk (47% increase), T2-disk (82%) and
T2-cpu (58%) are well beyond "flat budget" and we noticed that T2 pledges are about 20% less than
the request. CRSG is not in a position to accept these requests and asks the experiment and the LHCC
to take the actions necessary to reduce the resource needs in order to be scrutinized in October. CRSG
is willing to follow and to help in this process if asked.
ALICE usage statistics show that only about 80% of the disk pledged for 2016 has been used. A flat
budget scenario for the disk in 2018 is not perceived by CRSG as a risk for the physics program.
Regarding CPU, confusion was raised by a discrepancy between the numbers provided by ALICE and
CERN for T0 resource usage in 2016. A plausible explanation for the discrepancy was found on April
13th 2017 by the ALICE computing coordinators that results in a significant reevaluation of the CPU
usage compared to the numbers provided by ALICE in their initial usage report. These new numbers
are documented in table 10.

7.2 ATLAS

Table 16 shows the pledged resources for ATLAS for 2017, the request for 2018, and the recommen-
dations of the CRSG. Using the 2017 pledges as a baseline the ATLAS requests for 2018 represent
a 15% increase in CPU (over all tiers), an 8% increase in disk (over all tiers), and a 15% increase in
tape (for T0 and T1).
These requests are consistent with the expectations of a flat budget and lower respect to the projections
of growth in ATLAS resources over the last four years (see Figure 2). We note that the request for
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22ATLAS Scrutiny

§ ATLAS requests are within the expected flat budget increase and 
below the average 2013-2017 increase. 

§ CRSG recommends the requests.

§ Beyond pledge resources is about 30% of the pledges, ATLAS expect 
to continue to receive a sizeable amount of over pledge CPU, which 
remain a risk for the experiment.

These requests are consistent with the expectations of a flat budget and lower respect to the projections
of growth in ATLAS resources over the last four years (see Figure 2). We note that the request for
T0 CPU resources and T0 and T1 disk resources are substantially below the expectations for 2018
assuming a flat budget.

The CRSG perspective on these increases is that the requested resources are acceptable and we
recommend that they be fully supported. We note, however, a number of concerns and comments
about the request below.

ATLAS expects to continue to receive substantial amount of over pledge CPU from HPC, Grid,
and Cloud resources. These beyond pledge resources currently amount to about 30% of the pledge
resources for 2017. The continued reliance on these resources (o�setting CPU requests for increases
in disk and tape) remains a risk for the experiments.

We also note that the reason ATLAS is not requesting significantly larger increases in resources in
2018 is because the 2017 pledges met the needs of the experiment (in contrast to CMS).

Resource Site 2017 Pledge 2018 ATLAS Growth 2018 CRSG Growth
CPU (kHS06) T0+CAF 404 411 2% 411 2%

T1 808 949 17% 949 17%
T2 982 1160 18% 1160 18%

Disk (PB) T0+CAF 25 26 4% 26 4%
T1 69 72 4% 72 4%
T2 78 88 13% 88 13%

Tape (PB) T0+CAF 77 94 22% 94 22%
T1 174 195 12% 195 12%

Table 16 ATLAS resources request and CRSG recommendations.

7.3 CMS

This report is based on the original submission by CMS [4]. Table 17 shows the latest CMS computing
requests for 2017 and 2018 along with the corresponding CRSG recommendations.

CMS has taken several actions to reduce the needs for 2018. The number of replicas of AOD samples
has been reduced as well as the amount of RECO and RAW on disk. In addition part of the Run-1
Monte Carlo has been removed from disk. However, despite those steps, CMS still requests disk in
excess of what is expected from a flat budget. The major reason for this is a deficit resulting from the
fact that CMS was not pledged the disk resources they requested for 2017 (150 PB requested and 123
pledged). The C-RSG, therefore, still endorses the request for disk in order to bring CMS back to a
level where they can cope within the needs. We encourage CMS to take the actions with T1 and T2
necessary to fill the gap.

As for tape CMS has for quite a number of years, as pointed out in several reports from C-RSG, su�ered
from a deficit between requested and pledged tape resources. This continues for the 2018 request.
To mitigate the rather large request for T1 tape, C-RSG suggests to move some of the requested tape
resources from T1 to T0. It has be noted that at T0 CMS is not asking for any increase in CPU and
the requested disk space is kept as low as possible.
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23CMS Scrutiny

§ CMS has deficit in pledges for tape and disk space.
§ Disk space requests for 2018 at T1 and T2 are above the general 

funding profile, we recommend them and since the CPU requests are 
below the flat budget expectations we ask the FA to help on disk.

§ CMS is suffering from a deficit of tape space at T1 since few years. To 
mitigate the request at T1, that unlikely will be satisfied this year, we 
ask CERN to provide more tape space. Requests for CERN are CPU = 
0 and only 6% increase in disk space.

Resource Site 2017 Pledge 2018 CMS Growth 2018 CRSG Growth
CPU (kHS06) T0+CAF 423 423 0% 423 0%

T1 515 600 17% 600 17%
T2 791 900 14% 900 14%

Disk (PB) T0+CAF 25 26 6% 26 6%
T1 45 60 34% 60 34%
T2 53 70 32% 70 32%

Tape (PB) T0+CAF 71 80 13% 97 36%
T1 133 205 54% 188 41%

Table 17 CMS resources request and the CRSG recommendations.

7.4 LHCb

This report is based on the original submission by LHCb [6]. Table 18 shows the latest LHCb
computing pledge for 2017 and 2018 resources requests along with the corresponding CRSG recom-
mendations.

Since the last report, LHCb has changed its anticipated stripping size from 120MB/s to 165MB/s.
The stripping strategy has been adjusted to compensate. The TURBO format continues to be larger
per live second than originally planned. To compensate, LHCb has decided to “park” 35% of their
TURBO stream for the duration of Run-2.

Based on 2017 pledge , the 2018 requests from LHCb are roughly consistent with a flat budget, as
requested by the funding agencies. An exception is the tape request. While the CPU request increases
by approximately 15% averaged over all Tiers compared to 2017 pledge and disk increases 21%, the
tape request increases by more than 40% in 2018 compared to 2017 pledge. Significant increases in
tape requirement were anticipated for 2017 and 2018 in previous reports as a result of the increase in
LHC live time. From this new base, the projected increase in tape for 2019 is only 7%. The use of
tape in this way allows some of the Run-2 data to be “parked” for later processing and mitigates the
growth in CPU requirements.

Resource Sites(s) 2017 Pledge 2018 LHCb Growth 2018 CRSG
CPU(kHS06) T0 67 81 21% 81

T1 199 253 27% 253
T2 147 141 -4% 141
HLT + Yandex 20 20 - 20

Disk (PB) T0 10.9 12 12% 12
T1 20.8 24.5 20% 24.5
T2 3.3 5.8 - 5.8

Tape (PB) T0 25.2 36.4 44% 36.4
T1 41.9 61.5 47% 61.5

Table 18 LHCb resources pledge for 2017, requests for 2018 and CRSG recommendations. T1 and T2 disk
space increase is considered together due to the small amount disk available at T2.
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LHCb Scrutiny

§ LHCb requests for CPU and disk space are slightly above the flat 
budget expectation but within/below the average 2013-2017 increase.

§ Tape requests are higher in order to “park” data. This was chosen to 
mitigate requests of CPU and disk space. The increase in tape space 
in 2019 will be below 10%.

§ CRGS recommends the requests.

Resource Site 2017 Pledge 2018 CMS Growth 2018 CRSG Growth
CPU (kHS06) T0+CAF 423 423 0% 423 0%

T1 515 600 17% 600 17%
T2 791 900 14% 900 14%

Disk (PB) T0+CAF 25 26 6% 26 6%
T1 45 60 34% 60 34%
T2 53 70 32% 70 32%

Tape (PB) T0+CAF 71 80 13% 97 36%
T1 133 205 54% 188 41%

Table 17 CMS resources request and the CRSG recommendations.

7.4 LHCb

This report is based on the original submission by LHCb [6]. Table 18 shows the latest LHCb
computing pledge for 2017 and 2018 resources requests along with the corresponding CRSG recom-
mendations.

Since the last report, LHCb has changed its anticipated stripping size from 120MB/s to 165MB/s.
The stripping strategy has been adjusted to compensate. The TURBO format continues to be larger
per live second than originally planned. To compensate, LHCb has decided to “park” 35% of their
TURBO stream for the duration of Run-2.

Based on 2017 pledge , the 2018 requests from LHCb are roughly consistent with a flat budget, as
requested by the funding agencies. An exception is the tape request. While the CPU request increases
by approximately 15% averaged over all Tiers compared to 2017 pledge and disk increases 21%, the
tape request increases by more than 40% in 2018 compared to 2017 pledge. Significant increases in
tape requirement were anticipated for 2017 and 2018 in previous reports as a result of the increase in
LHC live time. From this new base, the projected increase in tape for 2019 is only 7%. The use of
tape in this way allows some of the Run-2 data to be “parked” for later processing and mitigates the
growth in CPU requirements.

Resource Sites(s) 2017 Pledge 2018 LHCb Growth 2018 CRSG
CPU(kHS06) T0 67 81 21% 81

T1 199 253 27% 253
T2 147 141 -4% 141
HLT + Yandex 20 20 - 20

Disk (PB) T0 10.9 12 12% 12
T1 20.8 24.5 20% 24.5
T2 3.3 5.8 - 5.8

Tape (PB) T0 25.2 36.4 44% 36.4
T1 41.9 61.5 47% 61.5

Table 18 LHCb resources pledge for 2017, requests for 2018 and CRSG recommendations. T1 and T2 disk
space increase is considered together due to the small amount disk available at T2.
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Comments and Recommendations

§ C-RSG commends the WLCG and the experiments for the work   
done to mitigate the resource requests without jeopardize physics.

§ C-RSG encourages all experiments to pursue use of non-WLCG CPU 
resources.  To help monitor this, we recommend that all experiments 
quantify more fully the non-WLCG resources in their future reports. 

§ CPU efficiency and reduction of data stored on disk are almost at the 
limit. It is not clear that there is substantially more efficiency that can be 
gain without extensive reworking of the computing model.

§ C-RSG strongly support software engineering development and 
recommended that sufficient effort is funded to support this activity in the 
collaborations.

§ The assumption of a flat budget is not consistent with the historical 
pledge resources and we recommend a reevaluation of the assumptions of 
what a flat budget entails.


