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Outline

@ Tier-O and data-taking activities
@ Data distribution

e Data reprocessing

e Simulation Production

e Distributed analysis

® Plans
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Tier-0 and data-taking activities

® October 2009: global cosmics runs zlgg,ggg Accumulated data
® Mid-November: start of LHC data 160.000 (GB)
: 140,000
B Open trigger (low thresholds) 120,000 Other
B Full calorimeter read-out 128'888 u dESD
> 5 MB/event on average 60,000 AOD
- 40,000
B Instantaneous rate limited to 20,000 “ESD
800 MB/s, but average event - “RAW
rate very low S <,°q <,°q S <,°°’ <,°q <,°q 00°’
0 0 0 0
»  Large RAW, but small ESD etc. q;b‘}q@‘}q;\e@e PP '\Q °>° Q,Q @0 .@0
® Cosmics runs are interleaved with LHC
runs when the machine is of f :gg'ggg Accumulated data
B They are needed (together with 700,000
- 600,000
beam hqlo) for de‘recjror ah‘gnmen‘r tol 00000 = Total other
constrain the weak distorsion modes | 400000 Total dESD
that cannot be constrained by tracks | 300000 = Total AOD
.o . .. . 200,000
originating from the collision point 100000 Total ESD
e Accumulated almost 1 PB including replicas - u Total RAW
A O O O O . O O O O O O
. . . o O O O O O O O O O O O
All data processed in real time at Tier-0 % % % § g § § g };’ g g g
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Data distribution pattern

° All RAW to disk and tape in each Tier-1 by Tier-1 o AOD and dESD to disk in all Tier-1s
s.hareM I RAW a0 to dick at BNL L . B Normal is 2 copies kept in all Tier-1s only
cama @ go To disk at BIRL, Lyon dn B Copied to disk in Tier-2s by Tier-2 share
®  Normal is tape in each Tier-1 by Tier-1 share (total ~18 copies)
B No extra RAW data to disk at CERN except W Normal is 10 copies in the Tier-2s only
CAF ° Additional copies will be reduced dynamically to

° All ESD to disk in each Tier-1
B Normal is 2 copies distributed over all Tier-1s
B Full ESD copy to disk at CERN
B ESD data to disk in Tier-2s by Tier-2 share

make room for 2010 data

1 mB/s || Total data throughput through the Grid (TierO, Tier-1s, Tier-2s)
per day
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Data distribution performance

° All data were delivered to Tier-1s and Tier-2s using open datasets
B RAW during data-taking (run in progress)
B  ESD etc during Tier-0 processing, as soon as outputs were available

° Data were available for analysis at Tier-2s on average 4 hours after data-taking
B Including the time for Tier-0 processing

[ dataset status statistics, 18 Nov 16:13 - 11 Jan 18:20, TIER1S only, updated: 2010-01-11 18:20:07 UTC | | dataset status statistics, 18 Nov 16:13 - 11 Jan 18:20, TIER2S+ only, updated: 2010-01-11 18:20:08 UTC |
[ subscribe [ transfer [ done [ suspect I subscribed [ transfer I done [ suspect
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Last subscription: 20 Dec 05:01:51 | Last FC checked: 11 Jan 18:08:01 | Last transfer: 11 Jan 15:37:41 Last subscription: 20 Dec 05:01:51 | Last FC checked: 11 Jan 18:08:01 | Last transfer: 11 Jan 15:37:41
I last_transfer_time - first_transfer_time (hours) for all TIER1S, updated: 2010-01-11 19:25:14 ] | halltiers | | last_transfer_time - first_transfer_time (hours) for all TIER2S, updated: 2010-01-11 19:33:15 | | halltiers |
Entries 34236 Entries 29421
2 o Mean 3677 2 Mean 3.662
i RMS seoz | | & 10° RMS 6.625
5 . Overflow 345 5 : - Overflow 621
Transfer time of  Transfer time of
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datasets to Tier-1s datasets to
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Data

reprocessing

An "ultra-fast" reprocessing campaign

was run on 21-31 December 2009

B Using the last Tier-0 software
cache plus a few last-minute bug
fixes (release 15.5.4.10) and most
up-to-date calibrations and
alignments for the whole period

Thanks to site people for their

support!

Only 22 RAW->ESD jobs failed out of

130148 and 27 ESD->AQOD jobs out of

10001

B A few software bugs being
followed up, affecting beam
splash events

Next reprocessing round will take

place in February

B Using release 15.6.3.X built now

B Will also be a test of releases
15.6.X.Y to be used at Tier-0
next month

World Wide - running - reprocessing - month

v, Most work
done in 3 days
New Year
week-end
. "Western"
ane Christmas
week-end Recovgry
campaign

Sun Tue Thu Sat Mon Wed Fri Sun Tue Thu Sat Mon Wed Fri Sun

WCA EWUS @EDE WES EWFR EWUK EWMTW @ENL EOND EIT @ CERN
Range from Fri Dec 11 09:36:00 2009 UTC to Mon Jan 11 16:00:00 2010 UTC

World Wide - running - reprocessing - year
-

5.0 k
4.0 k
3.0 k B
2.0 k
1.0 k I
0.0+
Jan Feb Mar Apr  May Jun  Jul Aug Sep Oct Nov Dec

BMCA EBUS @DDE WES EBFR BUK EWTWw ENL OND BIT @ CERN
Range from Wed Feb 25 00:00:00 2009 UTC to Mon Jan 11 00:00:00 2010 UTC
Generated by TRIUMF-LCGZ (times in UTC)

jobs

B SLC5/gcc4.3 onlyll Dario Barberis: ATLAS Computing
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Simulation production

e Simulation production continues in the background all the time
B Only limited by physics requests and the availability of disk space for the output

e Parallel effort underway for MC reconstruction and reprocessing

B Including reprocessing of MCO9 900 GeV and 2.36 TeV samples with AtlasTierO
15.5.4.10 reconstruction, same release as for data reprocessing

World Wide - running - year

60 k

Production jobs running in 2009 in each cloud

50 k

40 k

jobs

30 k

20 k

10 k

(o]

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
BMCA EBUS @EODE EBES EFR BEBUK ETWw ENL OND BIT @ CERN
Range from Sat Jan 3 00:00:00 2009 UTC to Sun Jan 3 00:00:00 2010 UTC
Generated by TRIUMF-LCG2 (times in UTC) 7
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Analysis data access

Dataset operations per

day
e Data were analysed on the Grid already from the 10000 =
: : 8000
first days of data-taking 6000 /o
B Seeplots 2008 1= . ; . .
—Dataset ops

® Several "single" users submitted event selection ,Looq ,Looq ,Looq ,Looq

and/or analysis jobs on behalf of their performance | ¢ ° & &

S D % R

or physics working group

B Outputs are ntuples that are copied to group File Accesses per day

100000
space and then downloaded by end users 80000 v\
60000
B In this work model the number of real Grid B W
users is somewhat underestimated 0 +—— . . ——File Access
% UKL-SCOTGRID- & &
6LASGOW R
BNL AN W WS
- S A ORRN
IN2P3-CC ..
Distinct Users per day
u FZK 250
200 A
« SLAC 150
2 :Qﬁ
u GRIF-SACLAY 29 | | |
o o o o ——Distinct Usrs
uCscs O \ O Q
v g o“ﬂ,0 o g Qf”q,o
_ WINFN-MILANO S R
Example: data accesses per site on 11 Dec 09 [s¢ol ¥ 7
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Plans

@ Restart data-taking with separate detector runs during January
B No data export

@ Start global cosmics run first week of February
B Start of Tier-0O data processing and export
@ Ready for LHC beams mid-February
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