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General Observations
• Running on the grid has been relatively smooth during 

and after data taking

• Data distribution was normally quick around all sites

• Reprocessing ran smoothly at T1s

• Analysis has been working well at T2s

• There have been many minor problems, but these have 
mostly been resolved quickly by sites

• So we would like to say thank you to all sites for their 
efforts and stability
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CASTOR at CERN

• Focus on one issue of great importance

• Performance and stability of CASTOR at 
CERN

• Within all of this we want to acknowledge the 
excellent support from the CASTOR team, 
which has prevented many of the following 
problems from affecting ATLAS more severely

3Wednesday, 13 January 2010



srm-atlas downtimes

• Too many interventions

• ‘Transparent’ interventions often have side effects

• e.g., sudden introduction of checksums for disk 
files which were wrongly calculated
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FIO SIRs

• Required 3 service incident reports 
covering 4 significant periods of degraded 
service for ATLAS

5Wednesday, 13 January 2010



GGUS Tickets Raised

• 14 GGUS tickets, most during data taking 
operations
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ATLAS Usage of SRM

• ATLAS use CASTOR SRM for fewer 
activities than T1s

• No deletion via SRM

• No production at CERN

• Very little grid based analysis

• So it should be more stable than T1s, not 
less!
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Structural Issues

• CASTOR SRM seems unable to have trouble with more 
than a few hundred concurrent sessions

• This seems to be inadequate for T0 export of data and 
other requests made against ATLAS’s CASTOR instance, 
e.g., additional requests for user analysis sandboxes

• User analysis activity is widespread, chaotic and currently 
impacts the same CASTOR instance as used by central 
operations

• xroot access at CERN still seems immature for internal use
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Monitoring

• There is no sense of having adequate 
monitoring of CASTOR for ATLAS

• Questions about when we have ‘caused’ 
overload when there has been no change 
in ATLAS workflow or operational rate

• e.g., the number of SRM calls vs time, 
breakdown per DN, source host, dest 
host, type of call
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Discussion
• We do not like interventions - we would like to avoid them 

unless there is a show stopping bug

• However, there seem to be structural problems with SRM 
which are not being addressed

• Is SRM the future anyway?

• Is it sensible to support users on the same SRM 
infrastructure as the rest of ATLAS central activities

• Improvements in monitoring are vital to survive 2010 running

• Immediately: Need to rebalance FTS channels; get redundancy 
on T0 merge pool
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