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OFC: 3-7 March 2019

● Technical Conference

● ~550 Oral presentations


● 10 parallel sessions

● ~100 Poster presentations

● Symposia & Workshops

● Short Courses


● Industrial Exhibition

● 683 Exhibitors spread over 17000 m2

● Industrial workshops


● 15400 attendees
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A typical day’s programme
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Agenda of Sessions — Tuesday, 5 March

Key to Shading

� Market Watch/Data Center Summit       Recorded Session

Room 1 Room 2 Room 3 Room 6C  Room 6D  Room 6E  Room 6F  Room 7 Room 8 Room 9

07:30–08:00 Plenary Morning Coffee, Upper Level, Ballroom 20 Lobby Plenary Morning Coffee, Upper Level, Ballroom 20 Lobby

08:00- 10:00 OFC Plenary Session, Ballroom 20BCD OFC Plenary Session, Ballroom 20BCD

10:00–14:00 Unopposed Exhibit-only Time, Exhibit Hall (coffee service 10:00–10:30) Unopposed Exhibit-only Time, Exhibit Hall (coffee service 10:00–10:30)

10:00–17:00 Exhibition and Show Floor, Exhibit Hall (concessions available) 
OFC Career Zone Live, Exhibit Hall C

Exhibition and Show Floor, Exhibit Hall (concessions available) 
OFC Career Zone Live, Exhibit Hall C

12:00–14:00 OFC and Co-Sponsors Awards and Honors Luncheon, Upper Level, Ballroom 20A OFC and Co-Sponsors Awards and Honors Luncheon, Upper Level, Ballroom 20A

14:00–16:00 Tu2A • High Speed 
Silicon Photonics I

Tu2B • Optical 
Solutions for 5G

Tu2C • Panel: 
Optical and RF 
Photonic Signal 
Processing Based 
on Frequency 
Combs

Tu2D •  Symposia: 
Photonics for 
IoT and Sensing: 
Manufacturing, 
Packaging and 
Application 1  

Tu2E • AI 
in Network 
Operation 2  

Tu2F •  
Short Reach II   
(Ends at 15:45)

Tu2G • Special 
Chairs’ Session: The 
Role of Optics in 
Future Data Center 
and Computing 
Applications 1  

Tu2H • Silicon Modulator Tu2I • Photonic 
Integration for Data 
Centers 
(Ends at 15:30)

Tu2J • Filters and 
Couplers

16:00–16:30 Coffee Break, Upper Level, Exhibit Hall Coffee Break, Upper Level, Exhibit Hall

16:30–18:30 Tu3A •  Laser 
Driving and VCSELS 
(Ends at 18:15)

Tu3B • PON 
Standards and 
Developments

Tu3C • Panel: 
Space Photonics: 
Disruptive 
Satellite Laser 
Communications 
and Astrophotonics

Tu3D • Symposia: 
Photonics for 
IoT and Sensing: 
Manufacturing, 
Packaging and 
Applications 2  

Tu3E • Photonic 
Integrated 
Circuits and Novel 
Technology  

Tu3F • Wideband 
Transmission  

Tu3G • Special 
Chairs’ Session: The 
Role of Optics in 
Future Data Center 
and Computing 
Applications 2  

Tu3H • Control of 
Disaggregated Networks

Tu3I • Microwave Photonic 
Chip-scale Subsystems

Tu3J • Transmission Fibers 
and Cables 
(Ends at 18:00)

17:00–18:30 Exhibitor Happy Hour, Center Terrace Exhibitor Happy Hour, Center Terrace

18:30–20:00 Conference Reception, Ballroom 20BCD Conference Reception, Ballroom 20BCD

19:30–21:30 Rump Session, Room 6D Rump Session, Room 6D
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18:30–20:00 Conference Reception, Ballroom 20BCD Conference Reception, Ballroom 20BCD

19:30–21:30 Rump Session, Room 6D Rump Session, Room 6D

Exhibit Hall B, 
Expo Theater I

Exhibit Hall E, 
Expo Theater II

Exhibit Hall G, 
Expo Theater III

Exhibit Hall Opens 10:00

� MW Panel I: 
State of the Industry–
Analyst Panel  
10:30–12:30 
 
� MW Panel II: 
Market Projections for 
Wireline and Wireless 
Technologies to Support 
5G 
12:30–14:00  
 
� MW Panel III: 
High Capacity Long 
Distance Optical 
Transport:  Challenges 
and Business Reality 
14:30–16:00

Interoperability – The 
Foundation of Ethernet 
Success 
Ethernet Alliance 
10:15–11:15 
 
� Data Center Summit: 
The importance of 
“Open Transport” 
DCI Innovations in the 
Evolution of Metro 
and Long-Haul Optical 
Networks 
11:45–13:45 
 
Coherent Equivalence 
Beyond 400G – 
Milestones And Industry 
Guidance For Aligning 
Technology Roadmaps   
Session sponsored by 
Juniper 
14:00–17:00

Product Showcase: 
Optical Intelligence 
Huawei Technologies 
Canada Co., Ltd. 
10:15–10:45 
 
Simplifying Transport 
Network Operations 
with Declarative, Vendor-
neutral Configuration 
Management 
OpenConfig 
11:00–12:30 
 
Smart Cities Connecting 
Future Communities 
IEEE Smart Cities Technical 
Communites 
12:45–14:15 
 
The Disaggregated 
Transport Network 
TIP 
14:30–15:30 
 
Innovation Opportunities 
in Transport Networks 
from Network Analytics 
and Machine-Learning 
IEEE Future Directions 
15:45–17:00

Exhibit Hall Closes 17:00

● Each session contains a mix of

● Tutorial papers (1 hr)

● Invited papers (30 mins)

● Regular papers (15 mins)



Disclaimer

● We did not manage to attend all the sessions   🙃 
● What follows are a collection of personal impressions

● Thanks to Lauri for providing his input

● Rather hardware-centric, although many papers on network 

management and operation
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Why attend?

● The one place to go to find out

● Trends in data-rate, modulation formats, form factors

● Where is the market being driven and by what/who?


● Understand how to continue to profit from the 
advances being made by industry in order to build 
more capable readout systems for CERN (and HEP) 
applications
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Optical Communication Networks
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Material shown at OFC2019 by: Benny P. Mikkelsen, Founder and CTO, Acacia Communications, USA



Areas of Innovation
Several key areas presented as drivers of future 
innovation:

● Data Center Interconnects (DCI)

● Coherent Systems

● Optical Technologies for 5G access networks

CERN/EP/ESE jan.troska@cern.ch �7



Data rates
● The big talk was about 400 Gb/s in terms of 

components and systems becoming available

● The technology is starting to be rolled out, with take-up having 

been a bit slower than expected due to high cost vs 100 G

● New announcements:

● 400 Gb/s ZR – 400 Gb/s for 100km DCI, QSFP/OSFP, OIF std 

● 400 Gb/s FR4 – 2km single fiber 4x100 Gb/s CWDM transmission 

● 400 Gb/s DR4 – 500m 4x parallel fiber 4x100 Gb/s transmission 

● 100 Gb/s DR1 – 500m single fiber 1x100 Gb/s transmission; four 

modules can connect with DR4 to provide breakout of individual 
100 Gb/s signals. 


100 Gb/s and above is achieved using PAM-4 signalling

● DSP-enabled

CERN/EP/ESE jan.troska@cern.ch �8
2019 2021 2023

12.8 Tb/s 25.6 Tb/s >50 Tb/s 

Ethernet Switch 
Silicon Throughput



Data Rates (2)

● Demos of interest shown at the Exhibition

● Xilinx 56G NRZ with a SiPh TRx chipset


● Not yet integrated into an FPGA, but they are looking at it…

● Xilinx 112G PAM-4 


● Committed to putting this into the next Generation 7 nm FPGAs (after 
UltraScale+)

CERN/EP/ESE jan.troska@cern.ch �9

Reminder: lpGBT 10G, LHC Phase 2 Trigger links 28G



Areas of Innovation

● Several key areas presented as drivers of future 
innovation:

● Data Center Interconnects (DCI) 
● Coherent Systems

● Optical Technologies for 5G access networks
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● Facebook Case shown 
(similar for GAA)


● 4x 100G Single-mode fibre 
per rack today

● Not enough bandwidth


● Drivers for future DCI 
products:

● Optimize power

● Increase Supply Volume

● Decrease Cost

Why is DCI† important?

CERN/EP/ESE jan.troska@cern.ch �11†DCI = Data Center Interconnect

Material shown at OFC2019 by: Najam Ahmad, Vice-President, Network Engineering, Facebook, USA

Power for Network Functions

11%
4%

11%

5%

18% 15%

36%

Switch Function Switch IO
Optical Optical IO
Fan Tray CPU
Misc





Form factors

● Many seriously talking about package-level integration 
of Optics and Electronics

● e.g. Plenary

● Move to “Chiplets” enabling discrete functions at package level

CERN/EP/ESE jan.troska@cern.ch �13



Form factors (2)
● Workshop - Which One Will Succeed in Data Center 

Applications, Multi-chip or Monolithic Integrated 
Optoelectronic Chip?

● Multi-chip, with Remote Optical Power supply

● Technology exists, Market still figuring out how to organise making 

money…

CERN/EP/ESE jan.troska@cern.ch �14

e.g. IBM & Finisar, for HPC

M4D.6.pdf OFC 2019 © OSA 2019

continue to be extremely short (typically tens of meters, and under 100 meters for most links). However, as data rates 
continue to increase, links that are today typically copper-based (intra-rack and on-board links) will be replaced by 
optical links. Although some data center companies are calling for only single mode fiber solutions that can cover all 
distances up to 2km, the reality is that multimode VCSEL links will continue to be the most cost- and power-effective 
solution for the shorter distances.   

Project MOTION (Multi-Wavelength Optical Transceivers Integrated On Node) is a collaboration between IBM 
and Finisar to develop a VCSEL-based chip-scale optical module that can be directly attached to the top of an 
organic first level package.  The industry now refers to this as ‘co-packaged optics’. Figure 1 below shows the 
MOTION vision of a switch chip surrounded by 12 optical modules on the top of the first level package. These 
optical modules would either be directly solder attached or connected using an LGA.  To the right of Figure 1 is a 
table of the high-level specifications for the optical module. 

 
Figure 1: (left)  MOTION’s vision of a switch ASIC surrounded by chip-scale optical modules that carry a substantial fraction of the 
high speed I/O; (right) Table of high level specifications 

 

2.  Co-packaged Optics 
The MOTION optical package is easiest to understand by showing an exploded view of the components inside, 

see Figure 2. The electrical and optical ICs are solder attached to a 13 x 13 mm glass carrier.  The glass carrier 
technology supports up to 3 metal layers with 7 um traces and 8 um space. The substrates of the active devices on 
the carrier are in thermal contact with a copper ‘keel’ which in turn is connected to a copper heat-spreader on the 
sides.  When assembled, these components form the optical subassembly.  An interposer and a first optical lens are 
attached to the optical subassembly before a second lens with fiber connector, alignment pins, and a strain relief clip 
are added to form the full assembly. 

 

 
Figure 2: (left) An exploded view of the components inside the MOTION package and (center/right) the fully assembled module. 

Parameter Value 
Data Rate 56 Gb/s NRZ 

# channels, full duplex 16 
Temperature 0 to70oC  

Electrical Interface XSR (6dB budget) 
Optical Margin 2 dB, supporting 30m OM4 

Energy < 4 pJ/bit 
Dimensions 13 x 13 x 4 mm 

BER < 1E-12, No FEC 
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Reliability

● Data Center operators want cheaper components, 
higher product volumes 

● Also faster development/time-to-market cycles


● If DCI spec is for only 3-5 yr lifetime, does the product 
get cheaper?

● e.g. Facebook for 100G SM QSFPs measure 


● ~2000 FIT for DML (DFB), many fail as soon as powered-up in application

● “a few” FIT for EML (inc. SiPh)


● The component/module vendors all basically say

● Should not cut Qualification time

● It does not drive final module cost, although it does take time

● “Reliability is never a problem until word of it reaches upper 

management”
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Late news Silicon Photonics

● “A 112 Gb/s PAM4 Transmitter with Silicon Photonics 
Microring Modulator and CMOS Driver” 

● H. Li et al., Intel Santa Clara

● Targeting 400 Gb/s architectures with 56 Gbaud PAM4

CERN/EP/ESE jan.troska@cern.ch �16

Th4A.4.pdf OFC 2019 © OSA 2019

A 112 Gb/s PAM4 Transmitter with Silicon Photonics 
Microring Modulator and CMOS Driver 

 
Hao Li1, Ganesh Balamurugan1, Meer Sakib1, Jie Sun1, Jeffery Driscoll1,*, Ranjeet Kumar1, 

Hasitha Jayatilleka1, Haisheng Rong1, James Jaussi1, and Bryan Casper1 
1Intel Corporation, USA 

*Now with: Rockley Photonics, USA 
hao1.li@intel.com 

 
Abstract: We demonstrate a 112 Gb/s PAM4 transmitter using silicon photonics microring 
modulator, on-chip laser and co-packaged CMOS driver. Measured TDECQ is <0.7 dB from 30°C 
to 60°C with on-chip nonlinear feed-forward equalization enabled. 
OCIS codes: (250.5300) Photonic Integrated Circuits, (200.4650) Optical Interconnects; (060.4080) Modulation 

 
1. Introduction 

400G Ethernet and next-generation data center interconnects require high performance optical transmitters that 
support 100+ Gb/s PAM4 signaling [1]. Microring modulators (MRM) have been proven to be an ultra-compact 
silicon photonics modulator that can overcome the area and phase efficiency trade-off of conventional Mach-
Zehnder modulators. However, limited by the device bandwidth and nonlinearities, MRM-based transmitters have 
only been researched with data rates up to 56 Gb/s using integrated or co-packaged drivers [2-6]. Here we report a 
112 Gb/s PAM4 MRM-based transmitter that is suitable for 400G Ethernet applications.  

As shown in figure 1(a), the proposed transmitter consists of two ICs: a silicon photonics IC (PIC) with integrated 
O-band laser, depletion-mode MRM and fiber coupler; a CMOS electronics IC (EIC) with integrated MRM driver, 
PAM4 serializer and pattern-generator. The EIC driver output interfaces with MRM via wire bonds. Figure 1(b) 
shows a micrograph of the depletion-mode MRM with integrated heater for wavelength control. The MRM has a 
radius of 10um and measured Q of ~3300. The cross-section of modulator junction is engineered in L-shape to 
enhance modulation phase efficiency [7]. Standalone MRM test shows 50 GHz electro-optic (EO) bandwidth can be 
achieved to support >50 Gbaud modulation. Figure 1(c) shows a micrograph of the EIC-PIC co-packaged 
transmitter prototype. To the best of our knowledge, this is the first demonstration of a 112 Gb/s PAM4 MRM-based 
transmitter with on-chip laser and co-packaged CMOS driver. The reported data rate is 2X better than prior works. 

    

Integrated
Laser

Fiber
Coupler

PAM4
Serializer

Driver

PIC

EIC

MRM

Pattern
Gen.         

PN

Heater
Pad

Heater
Pad

          
                                 (a)                                                                  (b)                                                                   (c) 

Fig. 1. (a) Block diagram of the proposed transmitter, (b) A micrograph of the depletion-mode MRM, (c) A micrograph of the EIC-PIC co-
packaged transmitter prototype. 

2. 112 Gb/s PAM4 MRM Driver with Pre-Distortion and Nonlinear FFE 

MRM-based intensity modulation exhibits two types of nonlinearity: nonlinear output optical power vs. modulation 
voltage characteristic (static nonlinearity), and bias-dependent small signal bandwidth (dynamic nonlinearity) [2]. 
Figure 2(a) shows a simulated 100 Gb/s PAM4 optical eye by modulating a MRM with ideal PAM4 signal. Unequal 
PAM4 eye heights can be observed due to static nonlinearity. Level-specific inter-symbol interference (ISI) 
characteristics can also be observed due to dynamic nonlinearity (level ‘0’ exhibits lower bandwidth while level ‘3’ 
exhibits higher bandwidth). To address both these manifestations of MRM nonlinearity, we developed a 112 Gb/s 
PAM4 MRM driver in 28nm CMOS with PAM4 level pre-distortion capability and nonlinear feed-forward equalizer 
(FFE). Figure 2(b) shows a block diagram of the proposed EIC. A pair of 16 bit parallel 210-1 PRBS pattern 
generators are implemented to generate the least and most significant bit (LSB and MSB) of PAM4 test pattern. 
Each pattern generator is followed by a 16:2 multiplexer (MUX) to combine the 16 bit parallel data into half-rate (28 
Gb/s) NRZ data streams. In order to compensate for MRM nonlinearity, we design the driver as a voltage-mode 

“Disclaimer: Preliminary paper, subject to publisher revision
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chip nonlinear FFE. A TDECQ of 0.5 dB was achieved with -2.17 V MRM bias. Figure 6 shows a comparison of 
measured 112 Gb/s PAM4 optical eye diagrams at 30°C and 60°C (4 dB detuning, -2.17 V MRM bias, nonlinear 
FFE enabled). Similar optical modulation amplitude (OMA) can be achieved across the temperature range by 
adjusting the laser bias. At 60°C, the measured TDECQ degraded only slightly from 0.5 dB to 0.64 dB. 

N1092
DCA-M

Laser
PAM4

Pattern
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MRM
DRV.

38.7 GHz
O/E

SMF 802.3bs
5-Tap

TDECQ
FilterSignal 

Generator

28 GHz
Fiber 

Coupler

TX PCB w/ Temperature Controller
EIC PIC

 
Fig. 4. Experiment setup for transmitter optical test. 
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Fig. 5. (a) Measured 112 Gb/s RLM vs. MRM detuning, (b) Measured 112 Gb/s TDECQ vs. MRM bias. 

112 Gb/s, 30°C, -1.24 dBm OMA, 0.5 dB TDECQ 112 Gb/s, 60°C, -1.17 dBm OMA, 0.64 dB TDECQ  
Fig. 6. Measured 112 Gb/s PAM4 optical eye diagrams at 30°C and 60°C with nonlinear FFE enabled. 

4.  Conclusions 

We have demonstrated, to the best of our knowledge, the first 112 Gb/s PAM4 silicon photonics transmitter with 
integrated MRM, laser and co-packaged CMOS driver. A TDECQ of 0.5 dB has been achieved at 30°C by enabling 
electronic MRM nonlinearity compensation. Measured performance metrics indicate the feasibility of MRM-based 
silicon-photonics transmitter solution for 400G Ethernet and next-generation data center interconnects. 
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Late News High Speed VCSELs

● “850 nm single-mode VCSEL for error-free 60 Gbit/s 
OOK operation and transmission through 800 m of 
multi-mode fiber”

● N. Ledentsov Jr. et al. (VI Systems, Warsaw Uni)


● Achieved Error-free operation (BER < 10-12)
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850 nm single-mode VCSEL for error-free 60 Gbit/s OOK 
operation and transmission through 800 m of multi-mode 
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1 VI Systems GmbH, Hardenbergstr. 7, 10623 Berlin, Germany, nikolay.ledentsov-jr@v-i-systems.com 

2 Warsaw University of Technology, Nowowiejska 15/19, 00-661 Warsaw, Poland 
 

Abstract: We report 60 Gbit/s OOK data transmission with directly modulated 850 nm single-
mode VCSELs without applying equalization or digital signal processing. Data transmission over 
800 m of multi-mode fiber is demonstrated.  
OCIS codes: (140.7260) Vertical cavity surface emitting lasers, (140.5960) Semiconductor lasers, (060.2330) Fiber optics 
communications 

 
1. Introduction  

Increase in the processing power and the size of modern data centers drives the development of high-speed optical 
interconnects. Distances of few tens of centimeters to several kilometers are targeted. Modern 850 nm Vertical 
Cavity Surface Emitting Lasers (VCSELs) represent an opportunity for covering the entire distance range as they 
can operate at data rates above 150 Gbit/s over extended distances applying high order modulation formats [1-3]. 
Still OOK (On-Off Keying) modulation has the advantage of low latency, high energy efficiency and requires 
simpler driving electronics compared to other modulation formats. Previously error-free OOK data transmission 
with 850 nm VCSELs at 57 Gbit/s without equalization was demonstrated [4].  

Sigle-mode (SM) 850 nm VCSELs have previously shown remarkable performance in data transmission over 
distances up to 2.5 km of OM4 fiber at data rates up to 50 Gbit/s [5].  

In this paper we show for the first time error-free 60 Gbit/s OOK data transmission without equalization or signal 
processing as well as realize data transmission through 800 m of multi-mode fiber (MMF) with single-mode 
VCSELs at this bit rate with and without linear equalization.  

2. Single Mode VCSEL characteristics 

The oxide–confined vertical cavity surface emitting lasers (VCSELs) with an anti–waveguiding AlAs–rich core 
enables the maximum possible optical confinement of the VCSEL mode and the suppression of the parasitic in-
plane optical modes [6]. Temperature stability of this VCSEL was achieved through increased wavelength detuning 
between Fabry–Pérot-dip of the vertical cavity and the photoluminescence peak of the active region. Despite having 
a single-mode spectrum with more than >30dB Side-Mode Suppression Ratio (SMSR) (Fig. 1.b), fiber coupled 
optical power of more than >2 mW can be achieved at room temperature. Optical power at high-temperature (85°C) 
reaches 1.3 mW. The laser has a threshold current of 0.5 mA both at room and high temperature. Operating voltage 
was below 3 V for the whole operation range. (Fig. 1.a).  

 
Figure 1. a) current-voltage-power curves and b) optical spectra at 3 mA at 25°C and 85°C 

 
Small-signal modulation bandwidth measured with a Vector Network Analyzer (VNA) reaches 26 GHz at room 

temperature and 22 GHz at 85°C at moderate currents of ~3 mA (Fig. 2.a). Oscillations visible on the bandwidth 
plot are associated with the setup. The smooth course of the bandwidth curve minimizes the overshoot around 
resonance frequency, what is important for the signal quality.  
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Plot of bandwidth vs. square root of current above threshold shows bandwidth values at other currents, 
demonstrating that the bandwidth is strongly limited by thermal rollover. (Fig 2.b) 
 

 
Figure 2. a) modulation bandwidth at 3.5 mA bias current (dashed line – measurement data, straight line – smoothed curve),  

b) -3dB bandwidth as a function of the square-root of the current above threshold, at 25°C and 85°C 

3. Experimental setup and data transmission results 

The setup used in this paper is presented in Figure 3. A pseudorandom binary sequence (PRBS) signal with 600 mV 
peak-to-peak voltage is provided by a Bit Pattern Generator (BPG) to the laser with a 67 GHz SG high-frequency 
probe. The output light is coupled into multi-mode fiber that leads to the 32 GHz receiver integrated into a sampling 
oscilloscope. Prysmian WideCapOM5 multi-mode fiber was used in the transmission experiments. 

The analysis of the signal quality was done with Bir Error Ratio (BER) and jitter and noise analysis software of 
the oscilloscope. This was done because commercially available stand-alone linear receivers are currently limited to 
~22 GHz bandwidth and to not allow to perform real-time BER tests at such high bit rates. Non-linear receivers with 
28 GHz photo-diodes and a variable gain transimpedance amplifiers, that can be potentially used for such test, 
recently demonstrated error-free transmission up to 56 Gbit/s. [7]  

 

 
Figure 3. Schematics of the test set-up for the characterization of the VCSEL. 

 
Figure 4 shows optical eye-diagrams measured with the optical receiver of the oscilloscope. Increased bandwidth of 
the laser allows to realize error-free 50 Gbit/s (Figure 4.a) and 60 Gbit/s (Figure 5.b) eye-diagrams.  

 
Figure 4. Directly measured optical eye-diagrams at room temperature of a) 50 Gbit/s back-to-back, b) 60 Gbit/s back-to-back and c) 60 Gbit/s 

800 m multi-mode fiber transmission without equalization of signal processing. Timeframe of all figures – 50 ps. 

After 800 m of the OM5 fiber and 5 connectors used in the setup, the signal is attenuated by ~2 dBm. In some 
tests, variable optical attenuator was used to further decrease the output power. The signal to noise ratio strongly 
decreases through this attenuation, while the eye-diagrams remains open. (Figure 4.c) Such performance is caused 
by a modal bandwidth of the fiber and a lack of chromatic dispersion due to single-mode emission properties of the 
laser. Figure 5.a shows BER as a function of optical power. No equalization was used in these measurements. Error-
free transmission can be realized for the b-t-b case with >1 dBm power. After 400 m of the fiber, BER of 1E-12 and 
1E-10 after 800 m are evaluated. One can see that the BER depends strongly on the optical power and less on the 
length of the fiber. This confirms that single-mode signals do not suffer from chromatic dispersion, but by a 
combination of an initial output power of the single-mode laser and the attenuation of the fiber continue to strongly 
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Areas of Innovation

● Several key areas presented as drivers of future 
innovation:

● Data Center Interconnects (DCI)

● Coherent Systems 
● Optical Technologies for 5G access networks
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Long-haul transmission systems

● This covers national, trans-continental and inter-
continental data transmission systems

● The key is to pack as much data into as small a number of optical 

fibres as possible

● Signals are regenerated en-route via optically-pumped fibre 

amplifiers

● All modern high-capacity systems use coherent 

detection and higher-order modulation systems to 
achieve their goal of transmitting hundreds of Gb/s 
per wavelength 
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Reaching the Shannon limit
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Reaching the Shannon limit (2)
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Year of introduction

Gap to Shannon for various generations of transport equipment

•Gap to Shannon due to bandwidth under-utilization, modulation, and FEC type
• Not including implementation penalties (fixed point DSP, ADC/DAC, RF, Optics) yet!

•Gap to Shannon reduced from 16dB to 2dB in 20 years

10G OOK, RS-FEC

10G OOK, HD EFEC

40G DPSK, HD EFEC

100G Coherent QPSK, <20% SD FEC
200G 16QAM, >20% SD FEC

200G variable baud rate and
info bits per symbol, >20% SD FEC

Notes:
•10G / RS-FEC: 100GHz ch spacing
•All other: 50GHz channel spacing
•HD: hard decision FEC
•SD: soft decision FEC

Retirement in 2 years?
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What is a ‘Rump Session’?

● Short introductory presentation by session organizer

● One slide presentations from diverse group of industry 

provocateurs

● Vigorous audience participation after each 

presentation, with organizer facilitating wide ranging 
discussion


● Attendees come prepared with tough questions and 
insightful comments, and challenge the presenters
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OFC Rump session 2019

● Are We Done With Digital Processing Innovation And 
Is Integration All That’s Left To Do?

● Are the long haul guys done increasing channel utilisation?

● Within touching distance of the Shannon limit


● Coherent transmission systems, enabled by DSP, reaching close enough to  
the Shannon limit to ask whether its worth continuing


● Is increasing fibre/core count the only way forwards?

● Wasn’t all the real work done for ADSL in the 80’s?


● It was, as often, a fun session in which the industry big hitters get 
to take cheap shots at each other while the rest of us learn 
something about the technology (and industry sociology…)

CERN/EP/ESE jan.troska@cern.ch �25



One response…
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All hands on deck to further close the gap to Shannon
• Should be pragmatic and look at the whole stack
• Identify where we get most improvement per watt or $
• Globally optimize in the areas of

• DSP / modem design
• Nonlinear mitigation
• FEC design
• Digital ASIC design
• Mixed signal ASIC design (ADC/DAC)
• Optics BW and imperfections
• RF electronics BW, thermal noise, linearity, power
• Control loops
• Production variation
• …while pushing up capacity per wavelength

• Potential improvements vs 200G 16QAM: 2-5x reach, 35-85% capacity, 25-50% cost/bit 
• All hands on deck in the DSP & optics community!

RX pwr

Production variation, ageing

Implementation penalties

NCG of implementable FEC

Non-Gaussian constellation
Binary FEC

Unused optical BW

EOL spec
Nonlinear mitigation

Effective sensitivity
after transmission

Shannon
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Coherent for DCI?
● Coherent techniques are coming also for shorter reach 

applications in large DataCenters, at 400G

● The DSP techniques developed for Coherent transmission are 

being moved into shorter range interconnects to mitigate channel 
impairments

● Some argue its easier to do this than enhance the components
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at an identical net symbol rate of 50Gbaud, 480Gb/s coherent PM-16QAM with a moderate 13dBm LO power can 
achieve 15dB better sensitivity than 112Gb/s PAM4 with direct detection. Coherent detection was traditionally used 
only in the LH/Metro networks due to its implementation complexity and higher power consumption. But with the 
continual advance of optical and electrical technology, there has been an enormous reduction in cost, power, and 
increase in density for coherent technology over the last decade [7].  If we further optimize the coherent system for 
datacenter reach by using lower-power baud-rate sampling (unlike the oversampling that is commonly used in LH / 
metro coherent systems) digital signal processing (DSP), and shedding unnecessary DSP functions such as the high 
chromatic dispersion (CD) and polarization-mode dispersion (PMD) compensation, the required coherent DSP 
power could approach the level required by an ADC-enabled direct detection PAM system (note that power 
consumption may still be higher due to the need for phase and polarization recovery).  

           
Fig. 3. (a) Receiver power sensitivity comparison between coherent and direct detection; (b) CD tolerance with baud-rate DSP   

     In theory, baud-rate sampled DSP will not degrade the sensitivity performance, but does reduce the tolerance of 
CD and PMD. Fig. 3b shows the impact of baud-rate DSP on CD tolerance for both 56Gbaud 16QAM and 40Gbaud 
64QAM systems. Baud-rate DSP has negligible CD penalty up to 50ps/nm (~3 km), which is good enough for intra-
datacenter applications. Since PMD is usually negligible for SMF based datacenter interconnect links, just single-tap 
2x2 MIMO equalizer is sufficient for polarization recovery. 
     With 56-60Gbaud PM-16QAM and baud-rate DSP, a 1.6Tb/s interface is possible with only 4 DWDM grade 
DFB lasers (with linewidth <1MHz), and 16 Mach-Zehnder modulators (MZMs). For 80Gbaud PM-64QAM or 
96Gbaud 32QAM, only 2 lasers and 8 MZMs are needed, with the tradeoff of higher performing components. For 
comparison, 16 lasers and 16 modulators are needed for direct detection 56Gbaud PAM4. To scale to beyond 
1.6Tb/s, coherent detection could be a more viable option as compared to the direct detection. 
    As the case with FlexPAM, low-latency, high-gain, and low-power FEC is needed to bring coherent into the 
datacenter. In addition, more power-efficient modulator and driving techniques are also critical, since coherent 
modulation will introduce significant optical power loss, especially when the drive swing is less than the MZM Vpi 
[3], and with the use of lower-cost silicon photonics techniques. Innovations in these two areas are highly desirable.  

5. Conclusions 
Over the past decade, intensity modulation and direct detection, coupled with bandwidth scaling on the three 

orthogonal design axes of lane speed, count, and bits per symbol, has enabled 40 times interconnect bandwidth 
increase (from 10Gb/s to 400Gb/s). FlexPAM technology may enable continued scaling of direct detection to 
1.6Tb/s while allowing link by link performance optimization, especially for SR links. More sensitive and 
bandwidth-efficient coherent detection with lower-power baud-rate DSP could also enable bandwidth scaling to 
1.6Tb/s and beyond. Coherent detection may hold advantage over direct detection for LR links with higher link 
budget requirements. Significant system and component level innovations are needed for both technology options. 
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Late News ‘Hero Transmission’

● “0.715 Pb/s Transmission over 2,009.6 km in 19-core 
cladding pumped EDFA amplified MCF link”

● B. J. Puttnam et al. (NICT, Furukawa, KTH)


● Wavelength range from 1530.52 nm to 1605.52 nm 

● 715 Tb/s & 1.44 Exabit/s×km 
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0.715 Pb/s Transmission over 2,009.6 km in 19-core cladding 
pumped EDFA amplified MCF link 
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Yoshinari Awaji1, Naoya Wada1, Koichi Maeda2, Shigehiro Takasaka2 and Ryuichi Sugizaki2 

 (1) NICT, 4-2-1, Nukui Kitamachi, Koganei, 184-8795 Tokyo, Japan, (2) Furukawa Electric co., Ltd., 6, Yawata-kaigandori, Ichihara, Chiba, 
290-8555, Japan, (3) Dept. of Applied Physics, Royal Institute of Technology (KTH,) AlbaNova University Center, 106 91 Stockholm, Sweden.  
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Abstract: We demonstrate 0.715 Pb/s recirculating transmission through 19 cores of 31.4 km 
MCF amplified with C+L-band, cladding-pumped, multi-core EDFAs; transmitting 345×24.5 GBd 
PDM-16QAM signals over 2009.6 km for 1.44 Exb/s×km throughput-distance product. 
OCIS codes 060.2410 Fibers, erbium, 060.2320 Fiber optics amplifiers and oscillators 

1. Introduction 
Space-division multiplexing (SDM) has been widely proposed as a means of increasing the capacity whilst reducing 
the cost-per-bit in optical transmission [1]. Single mode, multi-core fibers (MCFs), multi-mode fiber, or a 
combination of both have been used in numerous high-capacity and long distance SDM transmission demonstrations 
[2]. In addition to multiplying the transmission throughput, SDM technologies are driven by the need for hardware 
integration and energy savings. As such, the successful development of SDM amplifiers is crucial for commercial 
realization of SDM technologies. In particular, large core-count cladding pumped multi-core erbium doped fiber 
amplifiers (MC-EDFAs) offer potential to integrate hardware [3] and significantly reduce the number of pump lasers 
respective to the number of spatial channels [4]. Furthermore, such amplifiers are not only compatible with 
equivalent MCFs, but may also amplify several lower core-count MCFs, arrays of single-mode fibers or even signals 
from few-mode fibers. Previously a 32-core amplifier and fiber have been used to demonstrate 1 Pb/s transmission 
over 205 km [5] and a 7-core amplifier was used for 140 Tb/s transmission over 7,326 km [6]. Transmission of 520 
Tb/s over 8,850 km was achieved in a 12-core fiber amplified with conventional single-core EDFAs [7], showing 
that SDM amplifiers are not yet matching transmission performance of the state of the art conventional EDFAs. 

Here, we demonstrate the use of high-throughput long-distance single-mode MCF transmission supported by 
high core-count cladding-pumped MC-EDFAs pumped with multi-mode laser diodes (MM-LDs). We use a 19-core 
C and L-band MC-EDFA to amplify 345×24.5 GBd, polarization-division multiplexed (PDM)-16 quadrature-
amplitude modulation (QAM), 19-core spatial super channels (SSCs). The SSCs were transmitted through 19-cores 
of a 31.4 km single-mode MCF in a recirculating loop experiment with a wavelength range from 1530.52 nm to 
1605.52 nm. We employ soft-decision forward error correction (FEC) low density parity check (LDPC) codes from 
the digital video broadcasting standard (DVB-S2) in combination with code puncturing for increased rate 
granularity. We measure the performance through each amplifier and associated fiber core after 64 recirculations for 
a transmission distance of 2009.6 km. After decoding, this equates to a combined throughput of over 715 Tb/s and a 
throughput-distance product of 1.44 Exabit/s×km. We believe this represents the highest throughput of any 
transmission demonstration in the medium to long-haul regime and the largest throughput-distance product for 
demonstrations using SDM amplifiers. These results show that large core count cladding pumped MC-EDFAs can 
support high-capacity transmission whilst enabling integration and power reductions [4] that make SDM 
technologies an attractive option for future optical transport systems. 

2.  19-core Cladding Pumped C+L-band Amplifier Description   
Fig. 1(a) shows the cross section the utilized 19-core erbium doped fiber (EDF). The 19 cores are arranged in a 

hexagonal structure with a core pitch of 38.5 µm. The cladding diameter and a mode field diameter are 200 Pm and 

7.3 Pm respectively, with a double cladding structure created by use of a low refractive index polymer coating.  

 
Fig. 1. (a) Core profile of double cladding structure EDF and (b) Schematic of 19-core EDFA 
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Fig. 1(b) shows the layout of the combined C+L band cladding pumped amplifier based on two 19-core EDF lengths 
for amplifying C and L-band signals [4, 8]. An 8 m long EDF was used for amplification of C-band signals whilst a 
55 m length was used for the L-band. Each EDF had separate fan-in fan-out devices (SDM MUX/DE-MUX) and 
C/L band WDM couplers were used at the input and output of the combined C-L band amplifier. In each band, 
pump light was generated from a pair of fan-cooled, MM-LDs, which was combined with the EDF through side-
coupled pumping technique similar to [9]. The combined pump power was 13.7 W and 43.5 W for the L-band and 
C-band EDFs respectively, equivalent to conversion efficiencies from electrical power of 40.3 % and 41.6 %. After 
the EDFs, pump strippers were used to eliminate the pump light before isolators (ISO) were used to prevent back-
reflection to the EDFs after the SDM multiplexers. The amplifier had a wavelength and core dependent noise figure, 
measured previously of 3.5 dB to 6 dB in the C-band 5.5 dB to 7 dB in the L-band [4]. The gain variation for 
utilized input powers varied from 15 dB to 18 dB in the C-band and 16 dB to 19 dB in the L-band. The core-to-core 
crosstalk was measured to be lower than -40 dB for all core combinations at 1590 nm. 

3.  Experimental Setup  
The experimental setup is summarized in Fig. 2. A wideband comb source generated 25 GHz spaced carriers over 
the entire C and L wavelength bands. The comb signal was split by a 3-dB coupler and one of the outputs was 
filtered by a 0.6 nm tunable band-pass filter (BPF) to select a sliding 3-carrier test-band. The test band was amplified 
by C or L-band EDFAs, depending on the desired test channel, and split into even and odd carriers by C or L-band 
interleavers (INT). The even and odd carriers were modulated by two dual parallel Mach-Zehnder modulators (DP-
IQ) driven by four arbitrary waveform generators (AWGs) operating at 49 GS/s. This produced 24.5 GBd root-
raised cosine shaped PDM-16QAM signals with a roll-off of 0.01 based on 216-1 bit pseudo-random binary 
sequences. Even and odd signals were combined and amplified after decorrelation. The remaining coupler port sent 
the entire comb output to a single polarization IQ modulator (SP-IQ). The output was polarization-multiplexed 
before being amplified and optical processors (OPs) used to both flatten the comb spectrum and carve a notch to 
accommodate the test-band. The test-band and non-measurement band were combined in a 3dB coupler with the 
additional output used to generate dummy spatial channels for the remaining 18 EDFA and fiber cores. 

The transmission fiber was a homogeneous 22-core MCF with 3 cores left unused. The fiber was based on a 3-
layer design with 2 circular rings containing 7 and 14 cores around a center core. The average core pitches within 
each ring were 41 µm and 48 µm between each ring. The cladding diameter was 260 µm. Each core had a diameter 
of 11 µm, surrounded by a 24 µm-diameter trench. The 31.4 km span was spliced from 5 separately drawn sub-
spans. The average fiber loss was under 0.21 dB/km but alignment errors in splicing and variation in core pitch lead 
to much higher splicing loss for the outer cores, resulting in a total loss ranging from 9.5 dB for the center core to 14 
dB for the highest loss outer core, including the laser-inscribed 3-D waveguide SDM MUX and DEMUX.  

Recirculating transmission was achieved by using acousto-optic modulator (AOM) based switches. Each loop 
contained the MC-EDFA core and associated fiber core under test with dummy channels of equivalent power sent to 
the remaining MC-EDFA inputs and subsequently transmitted in the corresponding MCF cores with fiber launch 
power of 19.5 dBm per core. Also in the loop were a single-core EDFA to compensate single mode loop 
components loss, a polarization scrambler, an optical processor to provide gain flattening and a second AOM switch. 
The receiver path consisted of a 0.4 nm tunable BPF centered on the WDM channel under analysis followed by an 
additional C/L band amplification stage. A VOA was used for power adjustment at the input of the coherent receiver 
(CoRx). An external cavity laser with a nominal linewidth <10 kHz was used as a local oscillator (LO). The detected 
signals were acquired by a real-time oscilloscope triggered by the loop timing controller. The scope operated at 80 
GS/s and stored traces for offline processing. The DSP consisted of stages for resampling to 2 samples per symbol 
and normalization, followed by a time-domain 2 x 2 MIMO equalizer using 33-taps for C-band signals and 81 taps 

 
Fig. 2:  Experimental set-up for recirculating transmission over 19-core EDFA and MCF link 
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Areas of Innovation

● Several key areas presented as drivers of future 
innovation:

● Data Center Interconnects (DCI)

● Coherent Systems

● Optical Technologies for 5G access networks
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Fig. 4. (a) Illustration of a low-latency eCPRI-PON architecture; (b) Illustration of just-in-time aggregation of eCPRI packets into TDM-

PON bursts in the low-latency eCPRI-PON.  

To support more 5G remote units with a PON, both downstream and upstream speeds of PON need to be much 
increased over the current 10-Gb/s PON. As a next-generation PON, 50-Gb/s PON is being standardized by ITU [12]. 
Recently, it has been demonstrated that sufficient receiver sensitivity and dispersion tolerance can be achieved by the 
combined use of low-chirp optical transmitter in the O-band, receiver-side equalization (EQ), and advanced forward-
error correction (FEC) [12-14]. For the transmitter, low-chirp electro-absorption-modulated laser (EML) and directly 
modulated laser (DML) are cost-effective options. For receiver-side EQ, digital signal processing (DSP) based EQ 
offers substantial performance gain, especially when inter-symbol interference (ISI) is present due to transceiver 
bandwidth limitation and fiber dispersion. For advanced FEC, hard-decision low-density parity check (LDPC) is been 
standardized by the IEEE [15,16], and soft-decision LDPC is being considered by the ITU [14]. With 4-ary pulse-
amplitude modulation (PAM4), the downstream and upstream transmission speeds may be doubled to 100 Gb/s. This 
shows the promise of utilizing the next-generation TDM-PON to support CPRI and eCPRI, especially in cost-sensitive 
deployment scenarios.  

5.  Conclusion  
We have reviewed enabling technologies in optical transport and access networks, such as mobile-OTN and eCPRI-
PON, to better support the upcoming 5G wireless networks with high bandwidth efficiency, low latency, accurate 
synchronization, and flexible network slicing. It is expected that future advances in optical transport and access 
network technologies will assist the evolution of fiber-wireless convergence for better 5G user experiences.   
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● Passive Optical Network are 
deployed to provide fibre to 
the home/building


● Next generation mobile 
networks (5G) will require 
optical connections from 
antenna to ‘exchange’

● New important concept is latency 

for critical applications

●  Another cost-sensitive 

application that shares some 
requirements with HEP

● e.g. latency



Late news: 5G application demo

● “OTA enabled 147.4 Gb/s eCPRI-equivalent-rate 
radio-over- fiber link cooperating with mmWave-based 
Korea Telecom 5G mobile network for distributed 
antenna system”

● J. Kim et al, ETRI (Korea)
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CWDM. Subsequently, the optical DL signal (MHU output) carries the 5G signal of ~3.2 GHz bandwidth 
(=4×8FAs) that are equivalent to 32 (FAs) × 122.8 (MHz, sampling rate) × 15 (bit/sample, resolution) × 2 (IQ) × 
10/8 (encoding) = 147.4 Gb/s in eCPRI-format. The DSU distributes the DL signal by 1×4 optical splitter (~7 dB 
optical loss) allowing a single MHU-TRx to support up-to 4 ROUs. The ROU-TRx that includes the frequency de-
multiplexing unit separates the received DL1&2 (and DL3&4), relocating all back in 1.6-2.4 GHz. After the power 
adjustment by the ROU IF Unit (RIU) the DL signals are up-converted to 27.5-28.3 GHz by the mmWave 
conversion unit (mmCU) for radiation towards the 5G mobile unit. In the uplink (UL), the mmWave signals from 
the 5G mobile unit, are detected and down-converted to 1.6-2.4 GHz by the ROU. The IF signals are fed to the 
ROU-TRx that consists of the frequency multiplexing unit, combining the UL1&2 (and also UL3&4) signals, Fig. 
1(b). Each ROU-TRx is equipped with two uncooled DMLs at different wavelengths (e.g. 1470/1550 nm) that carry 
32 FAs, Fig. 1(b). The ROUs (#1~#4) would use all different wavelengths (i.e. 8), for the burst mode UL operation, 
that are combined by the CWDM in the DSU (inducing <3 dB optical loss). The transmitted UL signals are 
frequency de-multiplexed by the MIU and then given to the donor unit for radiation towards the 5G RRH. 
Additionally, the MHU/ROU digital units (MDU/RDU using low-cost SFP modules at 1270/1330 nm) work in 
conjunction with the RoF TRx modules with CWDM so as to transfer reference clock (10 MHz), time-division 
duplexing (TDD) signal, and control/management (C&M) signal. Fig. 1(c)-(h) show the developed modules. 
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F0ig. 1. (a) Schematic diagram of  the proposed OTA-supporting 4×4 MIMO DAS with a single RoF link cooperating with mmWave-based KT 

5G mobile network, (b) signal allocation in RoF link, and photographs of (c) BBU, (d) RRH, (e) MHU (f) ROU (g) DSU (h) 5G mobile unit. 

3.  Experimental results 

First, we characterize the IF links made by the MHU-TRx and ROU-TRx, see the measured EVM (dashed lines) in 
the Fig. 2(a)-(b). Each DML’s output power was set to be 5 dBm, where the received optical power was -2 dBm for 
DL and 2 dBm for UL due to the DSU losses. The input RF power to the TRx was -12 dBm per 8FA (each FA 
occupies 100 MHz). The RoF TRx modules comprise RF amplifiers and digital step RF attenuators to set the proper 
IF link gain (5 dB in our experiment) that is monitored/ maintained in real-time basis with the MDU/RDU. Due to 
the frequency conversion to 3.6-4.4 GHz band, the EVMs are relatively worse (by ~2%) for even-number channels 
(i.e. 2 and 4) than that of the odd-number channels (i.e. 1 and 3). However, all the measured EVM values remain 
<4% thanks to the high linearity (2nd and 3rd order intermodulation distortions <40 dB) and low noise characteristics 
(equivalent input noise level <-133 dBm/Hz) of our developed TRx modules. The IF links provide <3 dB gain 
variation over the IF bands, as in Fig. 2(c) and (e) presenting the RF spectrum of DL4 and UL4 at the output of the 
TRx respectively. And then, we characterize the whole RoF link that includes the MIU, RIU, and mmCU, of which 
the EVM performances are shown in Fig. 2(a)-(b) (solid lines). In the mmCU, we use 25.9 GHz signal as a local 
oscillator (LO) of the mixer that is phase-locked to the 10 MHz clock transferred from the 5G BBU via the RoF link. 
The measured phase noise and the frequency instability of the mmWave were -137 dBc/Hz (at 10 kHz) and <0.001 
ppm, respectively, readily meeting the requirements in [4]. The FAs at higher frequencies show relatively higher 
EVM than those of lower frequency FAs due to the limited bandwidth of the mmCU (e.g. due to cabling), Fig. 2(d) 
and (f). Although the mmCU induces the EVM degradations by up-to 5%, the EVM of all channels are under 8% [6]. 
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Summary

● Amazing to have all the experts under one roof

● Excellent for discussions, networking…


● The quality of the talks (especially Tutorials/Invited) is 
very high


● Interesting synergies for future

● Co-packaging of chiplets 


● For switch ASIC read front-end readout ASIC, where tight integration with 
optical readout could really enable new classes of detector

● Provided Power and Cost can be controlled (this is not a unique requirement…)


● Reliability is not going to be diminished any time soon

● Still important for high initial yield and network availability


● Silicon Photonics (photonic integration) is a requirement for future 
high-speed communications systems

● Continue to investigate applicability to HEP systems 
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Additional Material



Lab Automation Hackathon

● Sunday evening session

● Opportunity for young researchers to show off cool stuff they’ve 

done in their labs

● Speeding up Python execution by cross-compilation with C++

● Lab instrument basic control

● Complex test bench control and test protocol definition
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The Maze
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