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WLCG Collaboration
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October 2019:
- 65 MoU’s

- 168 sites; 42 countries

Chinese University of 

Hong Kong Tier 2 ATLAS



Data
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Data transfers
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Use of Pledges

ALICE ATLAS CMS LHCb

CPU 

Delivered
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New peak: ~270 M HS06-days/month

~ 860 k cores continuous

2019 pledges
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ALICE ATLAS CMS LHCb
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12/09/2019 WLCG 8/23

LHCb

12/09/2019 WLCG 11/23

Legacy processing on-going. To be finalised in the next 1.5 years

12/09/2019 WLCG 20/23

ALICE computing resources
Physics analysis and Pass2/3 of 2018 RAW data are ongoing
Continuous full utilization of the computing resources

resources for pp run not relevant wrt lead-lead run (factor 0.002 - 0.005)

ALICE O2

Development almost completed for all large and majority of small
detectors

Code to be tested during the vertical test exercise (Infiniband purchase delayed)

February 2019

O2



2020 Pledge situation – no change
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2020 pledges wrt requests: 
As given in REBUS
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NB Very delayed pledges; still missing:
• Russia NRC-KI (T1)

• Greece: U. Ioannina, Kavala Inst.

• Mexico: UNAM

• Pakistan: ALICE Federation

• Spain: LHCb Federation

• Taiwan: CMS Federation

• Thailand: National e-Science consortium

• Turkey: Tier-2 Federation



Run 3 expectations
 Bunch intensities ramp up from 0 to 1.4e11ppb over the year 

 with limited availability of the injectors/LHC resulting in only 20% machine efficiency. 

 For contingency planning, the machine efficiency assumed to reach normal value of 
50%. This results in the following luminosity envelope:
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Baseline Upper limit

ATLAS / CMS 17 fb-1 42 fb-1

LHCb 3 fb-1 7 fb-1

ALICE 36 pb-1 90 pb-1

 NB. The upper limit is contingency planning only (i.e. raw data tape storage), not physics. 

 Pb-Pb assumed to be a full production year: >2 nb-1 for ATLAS, ALICE and CMS.

 2022: We assume a full production year with 1.5 x 2018 resource levels

 To be updated once running conditions better specified (End Nov)

 In particular different assumptions on pileup (55 vs 45) will make noticeable difference



Resource evolution

NB: Run 3 probably manageable overall, but constant 

budget growth until Run 4 is essential for HL-LHC
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NB2: 15% maybe an optimistic assumption – many 
indications that flat budget is much worse (~ 10%)



WLCG Funding & Expenditure
Personnel:  balanced situation

Materials planning based on currently 

understood parameters:

 CERN plan for 2019,20 is minimal 

purchases –

 2021 – as described – to re-assess

 2022 assumes 1.5 x 2018

 Cost extrapolations updated based 

on recent experience; 

 Large uncertainties and variations

 Savings in LS2 have been re-

profiled – overall balance for ramp 

up to Run 3 now OK

RRB; 29 Oct 2019 Ian Bird 9

Assumptions on Run 3 running 
conditions will be updated at the end of 
the year



Longer term planning



Towards HL-LHC
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DOMA in a nutshell
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DOMA project
(Data Organization, Management, Access) 

A set of R&D activities evaluating components 

and techniques to build a common HEP data 

cloud

https://twiki.cern.ch/twiki/bin/view/LCG/DomaActivities

Three Working Groups 

• ACCESS for Content Delivery and Caching

• TPC for Third Party Copy 

• QoS for storage Quality of Service

And many activities, reporting regularly   

From Simone Campana @ LHCC 10/09/19



ACCESS: caching layer prototype
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A distributed caching system in INFN

11:00 15:00 19:00
From Simone Campana @ LHCC 10/09/19



TPC
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Goal: commission non-gridFTP protocols for asynchronous data 

transfer (Third Party Copy) 

• Phase-2 (deadline June 2019): all sites providing > 3PB of 

storage to WLCG should provide a non-gridFTP endpoint in 

production
Functional and Stress testing

Capable to fill available bandwidth

• Phase-3 (Dec 2019): all sites to have a non-gridFTP endpoint

NB: some features needed for TPC are available only in recent versions of storage

Point-point functional testing

From Simone Campana @ LHCC 10/09/19



TPC and AAI
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WLCG is planning to evolve AAI toward token 

based Auth/AuthZ and Federated Identities 

The WLCG task force is finalizing the token 

profile as last item

While this is has a much broader scope than 

DOMA, TPC offers a well confined use case to 

start with

Rucio is integrating tokens. Storage is preparing 

to manage them. 

From Simone Campana @ LHCC 10/09/19



Software topics
 Several active HSF working groups

 Event generators 
• Several workshops and meetings

 Reconstruction and software triggers
• Common topics: GPUs, real time analysis, links to other communities

 Data Analysis working group
• From DOMA to final analysis

• Future analysis models, role of ML, etc.

 Software frameworks
• Just set up, conveners nominated

 Lots of work in experiments on software portability and 
performance
 Use of HPC

 Lots of work on tuning simulation; fast simulation 
(and where it is appropriate)

 Performance and portability:
• Adaptation of frameworks to accommodate heterogenous 

code (CPU+accelerators)

• Portability libraries: Kokkos, Alpaka, SYCL, etc
• Can there be one codebase for all architectures?

16RRB; 29 Oct 2019 Ian Bird

Software Portability

14

• Use same codebase for multiple backends (CPU, GPU, FPGA, ...)
• Ongoing study of solutions (Kokkos, Alpaka, SYCL)
• Need to gain more experience to make sensible choice
• Collaboration with ATLAS and HSF 



Simulation
 Is a major cost driver (~50% total computing cost)

 Long term supportability/portability/performance is essential
 Must ensure code modernization & long term supportability, 

adaptability to changing computing landscape,
• In a sustainable way - Not as one-off to e.g. GPU-version-x 

 Lot of effort in the world on portability to new architectures

 Need a major effort on simulation for the future to tie in all of these 
R&D efforts 

 This is going to be a many-year effort

 This is where we really need to invest effort in the future
 And is a significant opportunity

2/10/2019 Ian Bird 17
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12/09/2019 WLCG 16/23

ATLAS
• HL-LHC resource estimates
• New ideas and developments help to lower requirements

Note: 20% increase per year under flat budget might be over-optimistic



HPC Challenges
 Draft discussion document on 

challenges related to being able access 
and use large HPC 
 Policy & technical

 Working group on how to value HPC 
cycles for pledges and accounting
 Very complex

 Hand-in-hand with next round of 
benchmarking using suite of experiment 
codes

 “HPC” here means GPU and non-x86 

 Heading for a future where not all 
workloads will be efficient on some 
architectures  complexity and 
inefficiency

 In addition there is the software 
portability and sustainability challenge
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Summary
 LS2 is busy for the experiments & facilities

 Ongoing processing, analysis, etc.

 Preparations for Run 3 – simulations, software preparation, etc.

 Run 3 looks like an evolution of Run 2 for ATLAS and CMS
 LHCb & ALICE major changes – but sw & computing preparations in hand

 Resource outlook seems realistic

 Data preservation , open access workshop to be held 26 Nov
 Initial discussion to align and agree policies, strategies, goals, and resource needs

 Further outlook to HL-LHC
 Many R&D topics progressing well

 Significant work in experiments closing the gap between requirements and likely resources
• Although the cost evolution of hardware is a major concern

 Software challenges are potentially significant – but are opportunities for the longer term 
sustainability

 LHCC will hold a review of HL-LHC computing preparations in ~Spring 2020
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