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•ALICE: Currently installing new ALIEN environment at all sites then should 
t t t f ll l d h l f istart ramp up to full scale dress rehearsal of p-p running.

•ATLAS: Paused Tier 0 DAQ and export test waiting for new CASTOR stager. 
Meanwhile running separate data export tuning tests to BNL and IN2P3. Full g g
scale dress rehearsal ramp up to start in June to reach full rate in September. 
At last GDB I wrongly reported request for  70% of 2008 resources to be for 
4Q2007 when it was in fact for 1Q2008.

•CMS: About to start a new 5-week load test cycle. Large scale Tier 0 test in 
last 2 weeks of July. CSA07 (30 day run at 50% of computing model) now 
scheduled for after Chep. 300 MB/sec out of CERN to tape and intra-Tier 1 andscheduled for after Chep. 300 MB/sec out of CERN to tape and intra Tier 1 and 
2 data transfers included. 

•LHCB bulk Monte-Carlo finished. About to restart stripping and reconstruction. 
Ti 0 DAQ d di t ib ti t Ti 1 t f ll t (42 MB/ t f CERN)Tier 0 DAQ and distribution to Tier 1 at full rate (42 MB/sec out of CERN) 
scheduled for June and July. 

•WLCG proposing serious ‘debug running’ multi-VO data distribution tests 
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during May (see Jamie’s talk). 
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•From 1 April start new resource reporting as per L M Robertson document•From 1 April start new resource reporting as per L.M.Robertson document 
Summary of the Process for Reporting Experiment Requirements, and 
Site Capacity and Usage Data for CERN and the Tier-1 Centres Version 7. 
Plan is for sites to inform me and Jamie of changes or concrete plans toPlan is for sites to inform me and Jamie of changes or concrete plans to 
installed and allocated (not used) resources as they happen (at least monthly) 
to trigger updates to the mid-term planning tables. These will be copied into the 
accounting on the 8th of each month so we will hold back increases that haveaccounting on the 8 of each month so we will hold back increases that have 
not yet happened.

•We have had updates changing the 2Q2007 tables from:

• PIC – reduce the reported installed disk space

•FZK – cpu and tape resources already at 2007/8 pledge levels

•IN2P3 – new experiment allocated disk capacities 

•SARA-NIKHEF – increases in disk space (some being checked)

•Most sites reported changed experiment disk allocations in the March 
accounting report not to me/Jamie. Is it worth to know of planned allocation 
increases ?
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•Resultant 2Q2007 planning is on the web Globally installed resources exceed•Resultant 2Q2007 planning is on the web. Globally installed resources exceed 
2006/7 pledges and experiment requirements. 

•Model takes same share of cpu/disk/tape resources at a site whereas many 
pledge unevenly, especially in reduced tape.

•Most sites that are low plan to catch up by 3Q2007 when the 2007/8 site 
pledges should be available to be allocated to experiments The next foil showspledges should be available to be allocated to experiments. The next foil shows 
the draft 3Q2007 planning (I took cms site shares from 2008 disk split – not 
confirmed) but does not include unconfirmed or undated plans (mostly taken 
from the January workshop):y p)

•ASGC: some delivery and installation in 2Q2007

•CNAF: have new capacity - what fraction goes to LCG

•FNAL: 2007 target of 3900 KSI2K cpu and 1400 TB disk (above pledges)

•NDGF: some expansion after March

SARA NIKHEF t t f 958 KSI2K d 214 TB t d i 2Q2007 d h•SARA-NIKHEF: target of 958 KSI2K cpu and 214 TB tape during 2Q2007 and have 
just added disk space

•TRIUMF: Disk/tape resources for 2007 planned for 1 July
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