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CSA07 Workflows
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CSA07
● Computing, Software and Analysis (CSA) challenge (Sep-Oct 2007)

● Mimic in detail what is needed in 2008 (at a scale of 50%)
● 200 Mevt mis-calibrated/mis-aligned (for 10-100pb-1)
● Making (at the T0) and distributing (to all T1 centers) the AOD data.

● Placement of data in the Tier-1 centers
● Running of skims at Tier-1 centers
● Re-reconstruction at the T1 centers
● Re-making of the full AOD samples after a re-reconstruction step.
● Copying of the skimmed datasets to Tier-2 centers and execution of analysis exercises

at these centers.
● Migrate the bulk of analysis activities to Tier-2 centers.

● Parallel (with the processing of the CSA07 data at the Tier-0) Monte Carlo production of
signal events at the Tier-2 centers

● CAF (CERN Analysis Facility): first test of “Express Line” for fast turnaround of a few
analyses.
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CSA07 Primary Datasets & Allocations
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Tier-0 Workflow
• A number of workflows are being attempted at production scale for the first time in

CSA07
– Production use of the Higher Level Trigger (HLT) with prompt reconstruction
– Dividing the data into primary dataset streams

• Starting sample of events was roughly 150TB of data
– HLT events (including all the debugging information) are larger than anticipated
– Choice of primary datasets is very different from what was calculated in the

computing model
• Much fewer streams
• Larger overlap between streams

– For calibration there was a request for an AllEvents stream, which will
not exist in the real data

– Output data will be over 300TB from CERN
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T0 reconstruction highlights
(M.Miller/DataOperations)
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T0 reconstruction highlights
(M.Miller/DataOperations)
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Early Lessons
• Working with the HLT in the application has exposed some issues in the data

model chosen for storing the HLT information
– The memory footprint of the application grew beyond the constraints of the

computing model and the batch systems
– Speed issues with registering the branches into the data bookkeeping service

• Data Model is under review, and the application and service issues have
been worked around for the challenge.

• Dropping information to speed the bookkeeping and dividing the workflow
to keep the memory within the physical limits

• Need to make the primary datasets with the HLT from a “soup” of input datasets
exposed a number of issues in the workflow
– Tremendous load on Castor: The pre-challenge preparations will write more

than 1PB of data into mass storage
• Except for issues on specific Castor servers and CMS using all its media

the Castor facility has performed remarkably well
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Day 1

CSA07
Target

Transfers from CERN
• Average transfer rate from CERN to Tier-1 centers

– The presence of the primary dataset splitting workflow has prevented the
reconstruction rate from reaching the challenge target.    Not all sites have
enough data subscribed to hit the challenge targets currently
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Transfer Quality
• Transfer quality from CERN, room for improvement

– In CMS transfer quality is defined as the number of times a transfer is
attempted before it succeeds.  Nearly all transfers eventually succeed.
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Data Transfer highlights
(Nicolò Magini/DDT)
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Tier-1 Tape
• An early concern was the ability for the Tier-1 sites to successful archive the

incoming data to mass storage
– So far 7 of 7 Tier-1 sites are successfully archiving to tape
– A backlog of data to migrate exists at CNAF and to a lesser extent IN2P3.

Other Tier-1 sites are largely keeping current with the incoming data

• The data rate will increase as the reconstruction rate ramps up
– Need to continue to watch this and monitor the stability over the month

• Already promising that more sites are participating with tape libraries than
CSA06
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Job Submissions
• Organized processing jobs for simulation at Tier-2 centers, reconstruction at the

Tier-1 centers and soon data skimming at Tier-1s are keeping a high rate of
production jobs
– During the first 5 days of the challenge

• Averaged nearly 20k jobs per day (close to the challenge metric of 25k)
• With Job Robot, Production and Analysis we are exceeding the rate

achieved at the final rate of CSA06
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Analysis
• The analysis rate is much lower than the target metric in the challenge

– Hopefully will increase throughout October, when new CSA07 data arrive
– Use of Tier-2s for analysis is increasing
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Next Steps
• Need to increase the reconstruction rate at CERN this week

– The splitting workflow is very IO intensive and we hoped to have finished it
before the challenge began, (it will finish today)

• Start skimming data at Tier-1 centers (started yesterday evening)
– The output will be transferred to Tier-2 centers for analysis
– Will bring Tier-1 to Tier-2 transfers into the challenge

• Hopefully more analysis access as well

• Next week we need to begin re-reconstruction at Tier-1 centers
– Will bring Tier-1 to Tier-1 transfers into the challenge
– Will also exercise reading access of the Tier-1 mass storage systems
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Sep

May

Nov

Dec

Apr

Mar

Feb

Jan

Oct

Aug

Tracker Inserted

MC Production for Startup

S/w Release 2_0
(CCR_4T, Production of startup MC samples)

1) Detector Installation,
Commissioning & Operation

2) Preparation of Software,
Computing & Physics Analysis

Beam-pipe Closed and Baked-out

CMS Cosmic Run CCR_0T
(defined periods Dec-Mar)

(Several short periods Dec-Mar)

Last Heavy Element Lowered
Tracker cabled

Cosmic Run CCR_4T
1 EE endcap Installed, Pixels installed

2007 Physics Analyses Completed

CSA07

Test Magnet at low current

S/w Release 1_7 (CCR_0T, HLT Validation)

S/w Release 1_6 (CSA07)

S/w Release 1_8 (Lessons of ‘07)

CCRC08 =  CSA08[CMS]

CCRC08 functional tests (in series)


