
OP review in light of higher 

intensity

Are operations’ really ready to deal 

with the real destructive potential of 

0.5 – 1 MJ?



Introduction

 Case 1: Loss of beam due to stuff up

 in principle caught by BIS

 Case 2: Putting the machine in a dangerous state so that 

if something does go wrong it is not properly protected

 Collimation, protection devices in wrong positions

 Local orbit bumps

 These can be:

 genuine mistakes

 incomplete sequence execution

 complacency and/or a gung ho attitude

 experts messing around when they shouldn’t

 equipment failures or glitches

 …
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Examples 1/2

 C1: ramp-down with beam still in machine (sequencer 

run through)

 C2: RQD not at injection level

 C1: coupling trim wrong order of magnitude

 C1: repeat trim of collimators by mistake

 C2: out of date sequence for collimators

 C1: Q’ measurement by mistake during squeeze

 C1: Mega-chirp at 3.5 TeV

 C1: use of 1/3 order to scrape beams

 C1: rogue RT packets
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Examples 2/2

 Collimator actual trim – end of ramp

 New orbit in ramp with 1e11 with FB off

 Energy jumps in OFB system 

 Injection Kicker didn’t fire – into fault

 Vacuum attempting to mask interlock with unsafe beam

 Transverse feedback by-passing hierarchy in V-plane

 Zeroing separation bump actual settings in stable beams

 Squeeze to 2 m with tertiary not in position
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Preparation
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Should be straightforward to create reference beam processes and 

perform standard checks from sequencer



Injection
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Transverse damper to be made operational (& POC etc)



Ramp
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Controls
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LSA
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Sequencer
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As noted yesterday – sequencer should not be relied on 

to ensure that things are done properly. 

If  a task is skipped it something else should catch it 

But....

Plus alternative pathways…



Orbit 1/2
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Orbit 2/2
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Feedbacks

 RT input into

 Trim quads

 Orbit correctors

 Sextupoles

 Skew quadrupoles

 RF frequency

 Plus 

 Transverse dampers

 MQKA etc
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Real potential for fast and major beam perturbations

Fabulous job of course but…



05-06-2010 – mid stable beams
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05-06-2010 – mid stable beams
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We noticed that the orbit feedback jumped to zero at ~17h28.

Beams lost - BLM in IP7. We are investigating why.



FBs

 Not a machine protection system

 But a critical system for machine performance

 Clear potential for provoking fast and total beam loss

 Thorough testing of all exceptional inputs

 Fully and thorough testing of correction strategy to make 

sure that dangerous features are not introduced into 

closed orbit

 Don’t use it when you don’t need it.

 RT inputs should be disabled at FGC level when FBs not 

required 
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OFB – system design
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What we must have



Feedbacks continued

 Unnoticed stopping of tune feedback in ramp

 Programmed change of reference

 Bump strategy – have to able to perform change of 

separation and crossing angle bumps

 How do we stop chirp, BQK being used at inappropriate 

moments?

 Too dependent on single software engineering resource

 Code review

 Code repository and release mechanism 

 Unit tests & standard tests with beam 
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Collimators
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Operations - general

 Enforcement of operational envelope

 PM sign off  - forced run through of additional checklist

 Systematic feed-forward – sequencer

 OP wiki or other repository for information exchange
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Conclusion
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Are operations’ really ready to deal with the real 

destructive potential of 0.5 – 1 MJ?


