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TRT tracking irreproducibility bug and pileup 

 TRT standalone tracking and back tracking are not 
understood to a sufficient level in pileup scenarios since 
it has not been studied in depth recently. 

 A full reprocessing prior to September would alleviate 
some of  the concerns and doubts we have about the 
performance.

 For example, we don’t want to be caught in the situation 
of  the fix going in, high pileup arising and then the 
performance being found to be less than optimal.
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Performance
 InnerDetector Tracking changes according to Beam.numberOfCollisions(), so don’t 

change this setting without alerting us first, as the plan is not to change the tracking setup 
during the running. 

 Primary Vertexing has had improvements put into 15.6.9.X to improve performance with 
respect to pileup
 With beamspot constraint in play in ES2 and in Bulk processing the performance is not affected 

by pileup

 In ES1, where it’s used to find the beamspot the performance is a little degraded by pileup.
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Primary Vertexing

 Iterative primary vertex 
finder is in use at Tier0. 
Currently the number of  
primary vertices per 
collision event is around 
1.1 (roughly 10% of  events 
have two or more vertices, 
some events with 4 
vertices)

 The algorithm has been 
tested in MC samples 
where the mean number 
was 5 P.V.s per collision 
event.
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Results using PerfMon
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Breakdown of  CPU times (ms)
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Plans
 If  CPU and memory usage become a problem. Switch 

segments tracking off  in the following order
 SCT

 TRT

 Pixel
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Backups
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Setup for pileup timing studies

 Without pileup
 mc09_7TeV.107054.PythiaWtaunu_incl.recon.ESD.e514_s765_s767_r1250_tid127007_00/ESD.

127007._000057.pool.root.1

 With pileup
 mc09_7TeV.107054.PythiaWtaunu_incl.recon.ESD.e514_s765_s767_r1277_tid133828_00/ESD.

133828._000016.pool.root.1

 Re-run of  full Inner Detector reconstruction over the 
ESD
 InDetRecExample/jobOptions.auto.py

 15.6.9.4,AtlasProduction
 rec.Commissioning = True

 InDetFlags.useBeamConstraint = True

 InDetFlags.doSlimming = False

 InDetFlags.doTruth = False
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VMem in ‘evt’ stage
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http://indico.cern.ch/getFile.py/access?contribId=4&resId=0&materialId=slides&confId=92294  Giacinto Piacquadio

http://indico.cern.ch/getFile.py/access?contribId=4&resId=0&materialId=slides&confId=92294
http://indico.cern.ch/getFile.py/access?contribId=4&resId=0&materialId=slides&confId=92294
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PILEUP EFFECTS IN TRACKING (VALIDATION GROUP : Andrea Favareto )
http://indico.cern.ch/getFile.py/access?contribId=15&resId=0&materialId=2&confId=97933
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