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OUTLINE

• BaBar data and choices for the future
• The Long Term Data Access project
• Requirements and design of the LTDA
• The cluster
• Managing the cluster and experience
• Budget, expertise, and long term planning
• Conclusions
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BABAR DATA
• BaBar has collected data from Oct 22nd 1999 to Apr 7th 2008

– 800TB of raw data, 1.2 PB from the last data reprocessing

– 476published papers to date

– 84 on track analyses

• Plus ~30 going forward at a slower pace and about the same number to which we 
assign a publication probability lower than 50% (generally lacking manpower)

• Possibilities for new previously unforeseen analyses including discovery analyses

• BaBar (and Belle) data will not be superseded by LHC data

– Belle II and SuperB will do it in 5-10years

– Some datasets expected to remain unique for longer (Y(3S) dataset) 
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BEYOND 2012
• The BaBar Long Term Data Access project aims to preserve both 

the data and the ability to support analysis until at least 2018 and 
will provide support for >50 publications foreseen beyond 2012

• We need to minimize the effort needed to maintain the system
– Validations, upgrades (OS, tools, …) , documentation, hardware 

maintenance, etc.

• Close BaBar Framework into a frozen environment
– Freeze the environment, not the Framework!

– Simpler to maintain documentation and provide support

• Still not very easy on the long run
– Hardware  support and lifecycle

– Maintain out of date OS 

• Potential security risks

• Need to keep know-how  about the old OS and the Framework
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LONG TERM DATA ACCESS

• Insure the ability to do analysis on the BaBar data beyond 2012 preserving:
– Data, conditions and calibrations, releases and tools, databases, capability of 

running production and user jobs
• This means that in 5 years from now it will be possible, for example, to add a new decay 

mode, produce the MC events and the relevant skims, and perform a completely new 
analysis developing new selection code, fitting procedures, etc.

– Documentation

• Providing a stable environment
– Last validated OS enclosed in a virtualization layer running the BaBar Framework

• Open formats
– Data format is based on ROOT which is open and will be part of the system

– Databases will move away from Oracle and will be stabilized on MySql

– Code  is written in open formats: C/C++, Tcl, Perl, Python.

• Data Storage
– 2PB will be stored on tape in two Tier A sites (SLAC, CC-IN2P3)

– Raw data hosted at INFN Padova and CCIN2P3

– Most used data will sit on disk
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MILESTONES
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• Sep 2010
– PO for the prototype

– Prototype on site by 
October

• Dec 2010
– Installation/configuration 

complete

• Jan 1st 2011
– System available for test 

users

• Jun 1st 2011
– Test phase ends, LTDA final 

design ready
– PO for first 50% 

• Jul 1st 2011
– First 50% of LTDA available

• Oct 1st 2011
– PO for 100% of LTDA

• March 21st, 2012
– Deployment of the LTDA

– All new analyses will use LTDA

Target: 
50% Target: 

100%

Prototype
4xDellR510



HARDWARE
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• 9 infrastructure servers (Dell R410/R510)
– 3 front end machines (bbrltda load balanced pool), 1 cron server, 1 test 

server, 2 infrastructure servers (network and identification services), 2 
database servers (mirrored)

• 54 batch servers
– Dell R510: Intel dual 6-core, 3GHz, 48GB RAM, 24TB disk

– 4 of them were the prototype

– The data is staged on the server disks through XROOTD 

• Cisco 6506 network switch with 2x10Gb link card and 192Gb ports

• NFS server
– Sun X4540 Thor server with 12 cores, 32 GB memory and 32TB storage

– A second Thor server will be added soon 
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The whole LTDA Cluster in its final setup 
in the SLAC computing building



VIRTUALIZATION
• Virtualization can provide virtual hardware support on which we can run virtual 

images with the wanted OS

– Hardware support problem solved for the foreseeable future

– Managing a small number of images is easier than managing a large physical cluster

• However a VM connected to a network is not different from a physical machine 
and running old OS poses a security threat

– The dynamic creation and destruction of the VMs adds a small amount of security

– Images are read-only, qcow2 produces a temporary file with changes to OS  and 
scratch area and it is deleted when the VM’s shut down

 Risk based approach assuming that the VMs are compromised

• Directly affects the network architecture
– Isolation of back versioned components 

– Physical hosts centrally managed by SLAC CD

– Firewall rules
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NETWORK
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SUBNETS

• Three subnets and one switch to implement the 
filtering rules between the subnets
– Login network

• Open to SLAC network
• This is as far as the users go

– Server network
• File server, DB server, infrastructure (DHCP, DNS, NTP, LDAP)

– LDAP is a subset of the SLAC Kerberos list mapped on /nfs internal 
home directories

– VM network
• Well defined rules between the VM subnet and the other two
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FIREWALL
• VMs are not allowed to connect to SLAC network or the world

• The Login network is protected from the VM network

– Allow one way ssh from Login to VM network

– VMs are not allowed to write over the Login network

• Well defined services between VM network and SRV network

– Infrastructure (DNS, LDAP, NTP), file service (Xrootd, nfs), batch scheduling

• Allow SRV and Login networks use SLAC infrastructure
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From / To SLAC BBR-LTDA-LOGIN BBR-LTDA-SRV BBR-LTDA-VM

SLAC 1 ssh, infrastructure Infrastructure, tape 
access, backup

X

BBR-LTDA-LOGIN infrastructure 1 ssh, NFS, 
infrastructure

ssh (for interactive 
VM)

BBR-LTDA-SRV infrastructure, tape 
access, backup

NFS 1 LRM, DHCP, xroot, 
NFS, LDAP

BBR-LTDA-VM X X LRM, DHCP, xroot, 
NFS

1



LTDA CLOUD

• PBS/Torque is used to manage the batch resources and Maui is 
the batch scheduler
– Moved away from Condor and Nimbus due to their instabilities

• The virtualization layer uses qemu with kvm support directly
– Moved away from libvirt due to instability

• Resources
– Each batch server has 12 physical cores of which one is dedicated to the 

host itself and the XROOTD service. The other 11 cores are used to run 
virtual machines.

– Each  batch server has 12x2TB disks of which 11 are dedicated to 
XROOTD (no raid – all data is recoverable from tape) and one disk is 
dedicated to use for the copy-on-write VM images (OS and scratch)

• Hyper-threading
– Performance tests ( few slides ahead)
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JOB SUBMISSION
• Qemu is called directly 

• Libvirt removed

• Need to create the network interface for the VMs

• 24 MAC addresses and usage status stored in local db

• PBS Prologues and Epilogues scripts are used to create and 
destroy the VM’s  and the needed network environment

C. Cartaro @ DPHEP14

sleep 60 Submit 
Filter

Scheduler

EXECUTE HOST
1- Start VM
2- Write hostname to /tmp/$PBS_JOBID

TARGET_VM=`cat /tmp/$PBS_JOBID`

echo ‘sleep 60’ > $EXEC_SCRIPT

ssh $TARGET_VM $EXEC_SCRIPT

Stop VM

sleep 60

TARGET VM

Marcus Ebert
Kyle Fransham



A LITTLE MORE DETAIL …
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sleep 60 Submit Filter Scheduler

EXECUTE HOST

Prologue script 
creates network interface, looks up free MAC 
and host name in local database, creates VM 

with specified parameters  and network, sends 
job script to the VM via ssh

Epilogue script
Destroys the VM and the network 

interface , copies the job output and 
log to the final location and frees the 

MAC address in the local database

sleep 60

TARGET VM

PBS-Server
collects the job, creates a script that 

will restore the user environment 
and then executes the user job.

Maui
Scheduler of the system, knows 
where and when to allocate jobs

PBS-Client on the ltda-srv001

VM
runs the user job like a 
normal batch machine 
with the environment 
from the submit host

User 
submits a job from one 
of the login machines

PBS –Client
Ltda-srv002

PBS-Client
Ltda-srv003

PBS clients on the ltda-srv0xx 
batch servers



USER PERSPECTIVE

• Submit a job

• Wait for the result or enter interactive  VM

• Limitations are due to the restrictions on the VMs

– The code cannot be edited from a VM if it resides in the 
home directory

– Any change done to a VM will disappear with the VM
• Changes go to a temporary copy-on-write image that is removed 

when the VM is destroyed 

– The VM environment is limited and designed to do only 
one thing: run and debug BaBar code
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PERFORMANCE TESTS

• VM’s vs SLAC batch queue

• Hyper-threading on/off

• I/O performance tests
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VM VS BARE METAL
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~1500 jobs later …

LTDA host machines:
Intel(R) Xeon(R) CPU X5670  @ 2.93GHz (prototype machines)
Rhel5 / Hyper-threading off



HYPER-THREADING TESTS
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COMPARISON TABLES
• CPU intensive jobs show no difference when single job or 11 jobs run 

on a machine 

– but variation for repeated tests is up to 30% 

• I/O intensive jobs can be up to 300% slower when 11 jobs run in 
parallel on a single machine compared to a single job/machine 

• BetaMiniApp is about 20% slower when running 11 jobs in parallel 
on a single machine compared to a single job/machine 

• CPU time used for all Run1-6 jobs when running 11jobs/LTDA 
machine in parallel is comparable to running same jobs on the 
general SLAC queue 

– LTDA used about 2% less CPU time for all jobs 

• CPU time used for a BetaMiniApp job is comparable to HT off when 
running same number of jobs in parallel 

• single BetaMiniApp can use up to 50% more CPU time when running 
22jobs in parallel instead of 11 

• CPU intensive again independent of the number of parallel jobs 

– <10% slower than HT off 

• I/O intensive jobs can be up to 900% slower when running 
22jobs/machine compared to a single job 
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RESULTS
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True in general,
not LTDA specific



I/O PERFORMANCE TEST FOR XROOTD

• The main goal of the test was to see how 
much data can be delivered under extreme 
load by LTDA XrootD installation to clients 
processes. Resource (memory and CPU) 
utilization was also being monitored during 
the tests using Ganglia. Scalability of the 
XrootD installation has been tested as well.
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Igor Gaponenko



MONITORING THE TEST
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Aggregate Memory Usage Aggregate Load

Aggregate Network I/O Aggregate CPU Utilization



RESULTS
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SOME PROBLEMS & SOLUTIONS
• qemu couldn't be started

– error message: kvm_create_vm: Interrupted system call 

– for about 0.5% of all jobs 

– jobs listed in the queue until wall time is over 

– known bug of kvm/qemu

– should be solved in new versions 

– expect this problem to be gone on RHEL6.2 

• maui often shuts down without any hint in the log 
file

– seems to happen always with a high load on the 
scheduler and the network and more than 600 jobs 

 solution: 

– don't allow torque to push jobs to maui

– only Maui looks every 10s for new jobs 

– for one schedule cycle only 10jobs/user are considered 

– if there are free nodes and waiting jobs, then let maui
wait 4s between sending jobs to the nodes 

– users could also put in their scripts a delay of 1s 
between submission of jobs 

• very high network usage on some server

– due to the loading of one condition file in cond24boot09 

– not seen for cond24boot11 

 solution: 

– reduplicate conditions on more servers 

• input collections or conditions couldn't be found

– to many open connections in xrootd

– Network problems on the xrootd client hosts 

– connection couldn't be established 

– wrong mounted hard disk 

 solution: 

– correctly mount the hard disk on ltda-srv005 

– reduplicate the conditions on many servers to reduce 
the load on a single one 

– tune the tcp parameters on all ltda-srv0xx 

– use a timeout in xrood for the connections to the clients 

• NFS server stopped to give new nfs exports out

– after some runs with more than 1000VM in parallel no 
new nfs mounts have been possible 

• this includes the home mount using automounter
on the login machines for new logins 

• all existing mounts still worked 

– seems like a limit in the nfs server, maybe in open 
network ports, was reached 

 solution: 

– unix-admin changed some nfs related settings, we will 
see in the future if it's enough 
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DOCUMENTATION

• Strong push toward documentation
clean up, ease of access, and clarity

• All most used and fundamental  info are being checked, updated and 
moved to a Media Wiki server, the BABAR WIKI

– Old pages clearly marked but kept online for archival purposes 

– Detector pages and other pages that will supposedly never change again will be 
left in their original location
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DOCUMENTATION WORKING GROUP

• The effort needed is not trivial

• Created a Documentation Working Group to 
coordinate the migration effort aided by an advisory 
committee

– Many new students joined the effort but the input from 
senior members of the Collaboration is fundamental 

– There are 10 official members in the DWG but we promote 
the migration to the wiki as a Collaboration effort

– Roadmap and completion deadlines being established

– Experts will sign-off on the content of migrated pages
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Matt Bellis, DWG Coordinator



NEW BABAR PUBLIC PAGE
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Abi Soffer, BaBar PAC & DWG Member

http://www-public.slac.stanford.edu/babar/



MANPOWER, EXPERTISE & BUDGET

• Designing and maintaining something like the LTDA through the 
years requires many talents and careful  planning
– BABAR experts

• Releases, databases, data management and documentation

• The Collaboration will have to provide such expertise

– Computing experts

• Network architects, security, system and networks administration, 
virtualization, …

• 0.5 FTE/year foreseen after 2012

• Costs (not FTEs)
– Hardware and refreshment program

– Recharge (somewhat unknown) costs

– Red Hat entitlements for virtualization

• Use SL virtual machines to avoid extra cost (SL is not supported at SLAC)
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LTDA BEYOND THE CLUSTER

• CHEP

• DPHEP

• Documentation

• Duplication of data

• Portability

– BaBar ToGo …

• Outreach

• Visibility
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Also an article on Symmetry is in preparation….
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CONCLUSION
• System went into production on March 21st

– On time and within budget

• There are more than 40 users of the system
– 10 very active

– 354486 jobs have run already this year by the users!

• In use for production 
– Behaves like a Tier site

• Currently the system batch capacity comes from 54 12-core systems 
with doubling thanks to hyper-threading (up to 1296 possible slots) 
with 24 TB of storage on each server

• Extension of system already planned and approved for accelerated 
migration of analysis load from general queues to the LTDA
– 20 systems with equivalent processing capacity but no xrootd storage will be 

added for a total of 1776 possible slots (using all cores).
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Q & A
• Why LTDA and not the GRID or the commercial clouds?

– Code and data is directly accessible from the common NFS area and don't need to be included in the VM image thus allowing memory and 
startup efficient VM's and easy use of new releases and access to a global CVS repository.

– Files are directly accessible from the NFS areas instead of needing to copy them to the VM space. A job has the same local read access 
privileges as those of the user.

– Many research computing clusters using virtualization allow only certain directories to be mounted for importing files thus resulting in extra 
effort from the user to create  a setup appropriate for batch submission which is often different from the development setup.

– One can log into the VM that the job is running on and diagnosis resource usage problems.

– GRID systems are frequently very difficult to debug because one can not directly observe the job as it is processing.

– One can start interactive VM sessions for development/debugging work.

– Users will not have to invest time and effort to acquire funds for using a commercial cloud system.

– A platform equivalent to that for the batch jobs will always be available for development and debugging purposes.

– The setup allows users to migrate seemlessly to the LTDA system with only a few minor restrictions on what one can do.

• Why doesn't one just use the standard batch system but with VM's? 
– The whole SLAC batch system would have to be adjusted to be behind a firewall to protect against use of insecure platforms and other 

projects running behind the firewall could be affected.

– New tools and technologies may allow it in the future

• The lifetimes of the latest RHEL releases have been extended, doesn't it remove the need for the LTDA?
– No because the expertise and person power will cease to exist to do full release validations and possible update of the hundreds of packages 

of code every time a new security patch (typically coming along with a new version of glibc) is released.

• What about dependencies on the virtualization system?
– Look for alternatives (xen, …) and ultimately use  hardware emulation
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