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H→ZZ*→4l

Low count

➡ “statistics dominated”: observed data 
matters the most. Systematic 
uncertainties are small.

➡ high resolution

Discovery Likelihood

➡ only observable: m4l

➡ 8 categories: one category for each 
final state for 7 TeV and 8 TeV runs

Likelihood for Spin studies

➡ spin dependent variables are mapped 
to one discriminating variable (either a 
BDT output or MELA-type variable)

➡ not the focus of this talk

2



Sven Kreiss

Likelihood - Overview

“marked Poisson model” (as used in HistFactory):

➡ fS(x) and fB(x) are probability density functions (PDFs).

➡ In the case of HistFactory, the PDFs and data are provided in binned form.
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1 Introduction

The HistFactory is a tool to build parametrized probability density functions (pdfs) in the
RooFit/RooStats framework based based on simple ROOT histograms organized in an XML
file. The pdf has a restricted form, but it is su�ciently flexible to describe many analyses
based on template histograms. The tool takes a modular approach to build complex pdfs from
more primative conceptual building blocks. The resulting PDF is stored in a RooWorkspace
which can be saved to and read from a ROOT file.

1.1 Preliminaries

Let us begin by considering the simple case of a single channel with one signal and one back-
ground contribution and no systematics based on the discriminating variable is x. While
we will not continue with this notation, let us start with the familiar convention where the
number of signal events is denoted as S and the number of background events as B. Similarly,
denote the signal and background “shapes” as f

S

(x) and f

B

(x) and note the these are proba-
bility density functions normalized so that

R
dxf(x) = 1. It is common to introduce a “signal

strength” parameter µ such that µ = 0 corresponds to the background-only hypothesis and
µ = 1 corresponds to the nominal signal+background hypothesis. This continuous parameter
µ is our parameter of interest.

Now we ask what the probability model is for obtaining n events in the data where
the discriminating variable for event e has a value xe; thus the full dataset will be denoted
{x

1

. . . xn}. First one must include the Poisson probability of obtaining n events when µS+B

are expected. Secondly, one must take into account the probability density of obtaining xe

based on the relative mixture f

S

(x) and f

B

(x) for a given value of µ. Putting those two
ingredients together one obtains what statisticians call a “marked Poisson model”:

P({x
1

. . . xn}|µ) = Pois(n|µS +B)

"
nY

e=1

µSf

S

(xe) +Bf

B

(xe)

µS +B

#
. (1)

If one imagines the data as being fixed, then this equation depends on µ and is called the
likelihood function L(µ). Simply taking the logarithm of the equation above and remembering
that Pois(n|⌫) = ⌫

n
e

�µ
/n! gives us a familiar formula referred to by physicists as an “extended

maximum likelihood fit” :

� lnL(µ) = �n ln(µS +B) + (µS +B) + lnn!�
nX

e=1

ln


µSf

S

(xe) +Bf

B

(xe)

µS +B

�

= (µS +B) + lnn!�
nX

e=1

ln [µSf
S

(xe) +Bf

B

(xe)] . (2)

Since HistFactory is based on histograms, it is natural to think of the binned equivalent
of the probability model above. Denoted the signal and background histograms as ⌫

sig

b and

⌫

bkg

b , where b is the bin index and the histograms contents correspond to the number of events
expected in the data. We can relate the bin ⌫b and the shape f(x) via

fS(xe) =
⌫

sig

be

S�be
and fB(xe) =

⌫

bkg

be

B�be
, (3)

where be is the index of the bin containing xe and �be is the width of that same bins. Note,

because the f(x) are normalized to unity we have S =
P

b ⌫
sig

b

and B =
P

b ⌫
bkg

b

.

2

Poisson probability for 
observing exactly n events

weighted sum of signal and 
background PDFs evaluated 

at all observed events

Model



COMPONENTS OF THE MODEL
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H→ZZ*→4l Overview

Almost the Likelihood:

The Likelihood is similar to this 
picture but separated into the two 
years. 

Some components of the 
Likelihood are grouped in these 
plots.

10x finer binning was used in the 
Likelihood: 500 MeV bins.

➡ 2000 bins per category
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Figure 10: The distribution of the four-lepton invariant mass, m4`, for the selected candidates for the
combined

p
s = 8 TeV and

p
s = 7 TeV data sets for the various sub-channels, (a) 4µ, (b) 2µ2e, (c)

2e2µ and (d) 4e, compared to the background expectation for the 80� 250 GeV mass range. Error
bars represent 68.3% central confidence intervals. The signal expectation for one mH hypothesis is also
shown.
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ZZ Background

POWHEG for qq ̅ production and 
gg2ZZ for ggF production normalized 
to MCFM prediction.

QCD scale uncertainty is ±5%

PDF and αs uncertainties are ±4% 
(±8%) for quark-initiated (gluon-
initiated) processes

TAUOLA for tau decays

Removing any constraint on the ZZ 
normalization and leaving it floating in 
the fit (“freeZZ”) or leaving all 
background normalizations floating 
(“freeBkg”) has almost no effect on 
the p-value.
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Z+jets and ttbar Background
Z+jets: ALPGEN

Z+μμ:
➡ light jets (including Zcc in massless c-quark 

approximation and Zbb from parton showers)

➡ Zbb using ME calculations that take into 
account the b-quark mass.

➡ for b jets: 
‣ ΔR > 0.4: events are taken from ME 

calculation
‣ ΔR < 0.4: parton-shower bbbar pairs are 

used
For comparison: FEWZ for inclusive Z production 
and MCFM for Zbb production

Z+ee:
➡ CR: relaxed identification requirements on 

sub-leading electrons
➡ sources of electron background separated 

into reconstruction categories (electron-like 
and fake-like)

➡ efficiencies to extrapolate to SR from MC
➡ estimates sum of ttbar and Z+jets 

normalization
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Figure 2: Distribution of m12, for
p

s = 8 TeV, in the control region where the isolation requirements are
not applied to the two sub-leading muons, and at least one of these muons is required to fail the impact
parameter significance requirement. The fit used to obtain the yields for tt̄ and Z + jets is presented in
(a), with the MC expectations also shown for comparison. The same distribution with the Z + jets MC
rescaled by the data fit is shown in (b).

shape convolved with a Crystal-Ball resolution function. The shapes used in the unbinned fit are obtained
from MC and the resulting fit parameters are allowed to vary by 10% in the data fit. The MC clearly
underestimates the rate in data for Z+ jets/bb̄ and is thus re-scaled to fit the data for further use, as can be
seen in Fig. 2(b). The number of events in the control region is then extrapolated to the signal region with
a transfer factor which uses the e�ciency of the impact parameter and isolation requirements obtained
from the bb̄ MC. The MC description of the selection e�ciency has been verified with data using a
control region obtained by requiring a Z boson and exactly one extra muon. This Z boson is selected
using the leading di-lepton requirements of this analysis for the two highest pT same-flavour opposite
sign leptons. The systematic uncertainties on the extrapolation factors are obtained from the comparison
of the MC to this Z + µ control sample. These are used to estimate the systematic uncertainties on the
number of background events in the signal region.

Replacing the above requirement on the impact parameter with a corresponding one on the track
isolation enhances the bb̄ and tt̄ backgrounds, still removes the ZZ(⇤) component and also preserves
a possible ⇡/K in-flight decay background. The residual number of events from a Z boson mass fit
after removing the re-scaled bb̄ MC estimate previously obtained is interpreted as a ⇡/K in-flight decay
contribution. The ⇡/K in-flight decay contributes ⇠20% to the Z + jets background estimate given in
Table 3.

The tt̄ background is cross-checked using a control region defined by selecting events with an e±µ⌥

di-lepton pair with an invariant mass between 50 and 106 GeV, accompanied by an opposite sign di-
muon satisfying the m34 selection. Events with a Z boson candidate decaying to a pair of electrons or
muons, in the aforementioned mass range, are excluded. Isolation and impact parameter requirements
are applied only to the leptons of the eµ pair. This gives an estimate comparable to the m12 fit.

Finally, the `` + µµ background is also estimated by performing the full analysis but selecting same-
sign pairs for the sub-leading di-muons. In this case, there remains no event below m4` = 160 GeV in

7

ttbar: MC@NLO, for comparison: HATHOR

   QCD scale uncertainty: +4% -9%

   PDF and αs uncertainties is ±7%

Estimates not treated using CR in Likelihood.
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Different Contributions from Fakes depending on Category

Isolation and impact parameter significance requirements only on leading lepton pair.

➡ Categorization makes model more powerful.
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Signal Shapes

At low mass, signal MC produced in 5 GeV steps. 
Closer to discovery, additional MC points were added in 1 GeV steps.

➡ Interpolation between MC samples is always necessary. Additional models with fixed 
mH can be created with e.g. Moment Morph (Max Baak) and Integral Morph (Alex 
Read, NIM A 425 (1999) 357-369).

mH dependent QCD scale and PDF and αs uncertainties. 
Additional uncertainty above mH = 300 GeV to account for ZWA.
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Events

ALPGEN and MC@NLO are interfaced to HERWIG (parton shower hadronization) and 
JIMMY (underlying event)

GEANT4 for detector simulation

➡ additional pp interactions in the same and nearby bunch crossings are included

➡ MC samples are re-weighted to reproduce the observed distribution of the mean 
number of interactions per bunch crossing in the data
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High Luminosity and Pileup Challenges 2012  

Z → µµ event with 25 reconstructed vertices 

1%Trigger%Challenge%:%How%to%select%400%out%of%20M%events%per%second%while%keeping%the%

interes9ng%%(including%unknown)%physics%

1%Compu9ng%Challenge%:%How%to%reconstruct,%store%and%distribute%%400%increasingly%complex%

events%per%second%%

As%of%today%processed%and%stored%over%5%billion%detector%events%

1%Analysis%Challenge%:%Maintain%high%(and%as%much%as%possible%stable)%reconstruc9on%and%

iden9fica9on%efficiency%for%physics%objects%(e,%µ,%τ,%jets,%ETmis,%b1jets)%up%to%the%highest%pile1up%

ATLAS%has%a%total%of%120%PB%of%data%(data%and%simula9on)%

!~!15!cm!
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For Discovery: Fixed mH Scans

Interpolation between MC samples is necessary. 
Additional models with fixed mH can be created with 
e.g. Moment Morph (Max Baak) and Integral Morph 
(Alex Read, NIM A 425 (1999) 357-369).
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Phantom Events for Signal Strength Plots

Want to allow for negative signal strengths to see deficits, but ...
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1 Introduction

The HistFactory is a tool to build parametrized probability density functions (pdfs) in the
RooFit/RooStats framework based based on simple ROOT histograms organized in an XML
file. The pdf has a restricted form, but it is su�ciently flexible to describe many analyses
based on template histograms. The tool takes a modular approach to build complex pdfs from
more primative conceptual building blocks. The resulting PDF is stored in a RooWorkspace
which can be saved to and read from a ROOT file.

1.1 Preliminaries

Let us begin by considering the simple case of a single channel with one signal and one back-
ground contribution and no systematics based on the discriminating variable is x. While
we will not continue with this notation, let us start with the familiar convention where the
number of signal events is denoted as S and the number of background events as B. Similarly,
denote the signal and background “shapes” as f

S

(x) and f

B

(x) and note the these are proba-
bility density functions normalized so that

R
dxf(x) = 1. It is common to introduce a “signal

strength” parameter µ such that µ = 0 corresponds to the background-only hypothesis and
µ = 1 corresponds to the nominal signal+background hypothesis. This continuous parameter
µ is our parameter of interest.

Now we ask what the probability model is for obtaining n events in the data where
the discriminating variable for event e has a value xe; thus the full dataset will be denoted
{x

1

. . . xn}. First one must include the Poisson probability of obtaining n events when µS+B

are expected. Secondly, one must take into account the probability density of obtaining xe

based on the relative mixture f

S

(x) and f

B

(x) for a given value of µ. Putting those two
ingredients together one obtains what statisticians call a “marked Poisson model”:

P({x
1

. . . xn}|µ) = Pois(n|µS +B)

"
nY

e=1

µSf

S

(xe) +Bf

B

(xe)

µS +B

#
. (1)

If one imagines the data as being fixed, then this equation depends on µ and is called the
likelihood function L(µ). Simply taking the logarithm of the equation above and remembering
that Pois(n|⌫) = ⌫

n
e

�µ
/n! gives us a familiar formula referred to by physicists as an “extended

maximum likelihood fit” :

� lnL(µ) = �n ln(µS +B) + (µS +B) + lnn!�
nX

e=1

ln


µSf

S

(xe) +Bf

B

(xe)

µS +B

�

= (µS +B) + lnn!�
nX

e=1

ln [µSf
S

(xe) +Bf

B

(xe)] . (2)

Since HistFactory is based on histograms, it is natural to think of the binned equivalent
of the probability model above. Denoted the signal and background histograms as ⌫

sig

b and

⌫

bkg

b , where b is the bin index and the histograms contents correspond to the number of events
expected in the data. We can relate the bin ⌫b and the shape f(x) via

fS(xe) =
⌫

sig

be

S�be
and fB(xe) =

⌫

bkg

be

B�be
, (3)

where be is the index of the bin containing xe and �be is the width of that same bins. Note,

because the f(x) are normalized to unity we have S =
P

b ⌫
sig

b

and B =
P

b ⌫
bkg

b

.

2

only evaluated at observed events
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For Discovery: Fixed mH Scans

2D 68% contour:
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FROM DISCOVERY TO PROPERTY MEASUREMENTS



PARAMETRIZATION

• Production modes

• Unbinned Signal Parametrization in mH

• Unbinned data



Sven Kreiss

From Discovery Models to Property Models
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Signal strength for 
discovery: a single μ

L(µ, ˆ̂✓)

Studying production modes: 
one μi for every production 
mode and decay channel

L(µi, µj ,
ˆ̂✓)

L(µi(), µj(),
ˆ̂✓)

For coupling studies: every μi is 
parametrized in terms of 

theory parameters κ

no discrimination 
power with the 

current 
categories in this 

channel alone22 4 Results
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Figure 11: The 68% (solid lines) CL ranges for the signal strength in the gluon-gluon-fusion-
plus-ttH and in VBF-plus-VH production mechanisms, µgg+ttH and µVBF+VH, respectively. The
different colors show the results obtained by combining data from each of the five analysed
decay modes: gg (green), WW (blue), ZZ (red), tt (violet), bb (cyan). The crosses indicate the
best-fit values. The diamond at (1,1) indicates the expected values for the SM Higgs boson.
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Motivation

Difficult to converge on ad-hoc 
analytic parametrization of ZZ and 
reducible background and signal.
➡ want to mix HistFactory style 

inputs for ZZ and reducible 
background with unbinned signal 
parametrized in mH

➡ solution ParamKeysPdf + linearly 
interpolated HistFactory-style 
backgrounds

➡ unbinned datasets
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Figure 15: (a) The profile likelihood as a function of mH for the 2011 and 2012 combined data samples.
The profile likelihood is shown both with (solid) the mass scale systematics from electrons (MSS(e)) and
from muons (MSS(µ)) and without (dashed), i.e. with the corresponding nuisance parameters fixed to
their best fit values. The 68% CL uncertainty is determined by the points where the profile likelihood
curve crosses 1. (b) Likelihood ratio contours in the µ, mH plane that, in the asymptotic limit, correspond
to 68% and 95% level contours, again shown with (dark dashed) and without (lighter dashed) MSS(e)
and MSS(µ).
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Figure 16: For the calibration of the uncertainty for the 2011 and 2012 data combined, the 68% CL
interval is determined by using Monte Carlo pseudo-experiments, as indicated by the data points. The
calibrated 68% CL uncertainty corresponds to the location where the line joining the pseudo-experiment
data points crosses the profile likelihood curve. This gives an uncertainty 60 MeV larger than the asymp-
totic estimate.
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KEYS and B-splines, more data
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Continuous Parametrization in mH

Background histograms are linearly interpolated between bins.

New method for signal parametrization based on KEYS PDFs and B-splines.

➡ RooParamKeysPdf in the RooStats development branch:
                https://root.cern.ch/svn/root/branches/dev/roostats
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Example Model (no ATLAS data here)
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Figure 1: Illustration of the example model that is used in this note. There are three
MC samples available with mH = 25, 30 and 35 GeV. All three samples have a slightly
different shape. (a) True model. (b) Generated MC samples from the true model.

is based on nj kernels K at the simulated data points mi,j and is using
an adaptive bandwidth parameter hi,j to apply narrower kernels in regions
of high density and wider kernels in regions of low density. To increase
performance, the shapes of the KEYS PDFs can be cached.

To obtain the signal shape at mH , all fj are first shifted by ∆minv,j =
mH −mj and then interpolated according to

ftotal(minv | mH) =
∑

j

wj(mH) fj(minv | mH −mj)

where the coefficients wj(mH) are B-spline basis functions. B-splines are
fast to evaluate, have local support, are positive by definition and cannot be
evaluated at various orders to adjust the degree of “smoothing” and the size
of the local support.

A side-by-side comparison between a vertical interpolation of histagrams
and this method is shown in fig 2.

So far, the shapes were PDFs and as such normalized to unity. The
normalization (or “extended term”) of the signal shapes is handled separately.
The values are interpolated with B-splines as shown in fig 3.

Systematic uncertainties that affect normalizations are implemented as
in HistFactory models. Responses to Higgs mass dependent systematic un-
certainties are obtained from simulations at various values of mH and inter-
mediate response values are obtained from B-splines.

3
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Vertical Interpolation: Not an Option for a High Resolution Channel

From physics, want: Shapes move left and right when changing mH. 

Vertical Interpolation: Bin heights move up and down creating unphysical effects.

There are other interpolation options as mentioned before, which can in principle be built 
directly into the model.
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KEYS PDFs

MC samples in histograms shown as points. 

KEYS PDFs overlayed.

➡ variable width kernels

➡ no discretization in observable
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histogram binning effect
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Combining KEYS and B-splines

With KEYS, can make use of:

Using KEYS PDFs and B-splines:

22

selection changes. This is particularly important when the shape has been
determined empirically. In general, it is difficult to quantify the tension be-
tween an analytic shape and unbinned MC points.1 For example, tools like
”spurious signal terms” (Ref ???) have to be used to account for the fact
that the background shape might look more like the signal term than the
analytic shape allows for.

There is another alternative to model the signal shape, and that is using
kernel density estimates for example with KEYS [1]. KEYS uses variable
width kernels that are wider for regions with fewer MC samples and narrower
in regions with more MC samples. This produces smooth shapes where
histograms have large statistical fluctuations while keeping the full structure
of the shapes in regions that are more densely sampled. Kernel density
estimates do not discretise the observable space (no bin boundaries) and can
be continuously shifted.

2. Method

As with most methods, the starting point are the unbinned MC samples
for various parameter values (for example in mH). The “traditional” method
is to create histograms and use a tool like HistFactory (Ref [2]) to create
separate models for each parameter point. The example model that is used
in this note is shown in fig 1.

For this method, one procedes to create KEYS PDFs for every param-
eter point. They can be shifted continously in the observable space. This
allows to make use of simple proportionality relations between parameters
and observables. In the case of the search for a resonance of mass mH and
an invariant mass of the decay products of minv, one can make use of the fact
that

f(minv|mH +∆) ≈ f(minv +∆|mH) .

There is however no assumption on the shape of f(minv|mH).
Every fully simulated parameter point mj is described by a kernel density

estimate fj that can be shifted continuously in minvby ∆minv,j. Each density

fj(minv | ∆minv,j) =
1

nj

nj∑

i=1

1

hi,j
K

(
minv −mi,j −∆minv,j

hi,j

)

1Comparing to binned MC histograms is better defined, but then a histogram is always
the best option independent of which measure is chosen.
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Figure 1: Illustration of the example model that is used in this note. There are three
MC samples available with mH = 25, 30 and 35 GeV. All three samples have a slightly
different shape. (a) True model. (b) Generated MC samples from the true model.

is based on nj kernels K at the simulated data points mi,j and is using
an adaptive bandwidth parameter hi,j to apply narrower kernels in regions
of high density and wider kernels in regions of low density. To increase
performance, the shapes of the KEYS PDFs can be cached.

To obtain the signal shape at mH , all fj are first shifted by ∆minv,j =
mH −mj and then interpolated according to

ftotal(minv | mH) =
∑

j

wj(mH) fj(minv | mH −mj)

where the coefficients wj(mH) are B-spline basis functions. B-splines are
fast to evaluate, have local support, are positive by definition and cannot be
evaluated at various orders to adjust the degree of “smoothing” and the size
of the local support.

A side-by-side comparison between a vertical interpolation of histagrams
and this method is shown in fig 2.

So far, the shapes were PDFs and as such normalized to unity. The
normalization (or “extended term”) of the signal shapes is handled separately.
The values are interpolated with B-splines as shown in fig 3.

Systematic uncertainties that affect normalizations are implemented as
in HistFactory models. Responses to Higgs mass dependent systematic un-
certainties are obtained from simulations at various values of mH and inter-
mediate response values are obtained from B-splines.
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Normalization

B-splines interpolate signal normalizations in mH.
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Figure 3: B-Splines to interpolate signal normalizations. Order=1 B-Splines pass through
the control points whereas order=3 B-Splines don’t. For order≥2, it is possible to optimize
the values of the control points to minimize a distance measure to the target value at these
points.
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Figure 4: B-Spline interpolation in mH of the response η(α,mH) that was determined
from fully simulated MC at certain values of mH .
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Parametrizing Response Functions

One “dynamic” B-spline interpolates response function in mH.

24

 [GeV]Hm
25 26 27 28 29 30 31 32 33 34 350

5

10

15

20

25

normalizations at fully simulated points
interpolated normalizations (order=1)
interpolated normalizations (order=3)

(a)

Figure 3: B-Splines to interpolate signal normalizations. Order=1 B-Splines pass through
the control points whereas order=3 B-Splines don’t. For order≥2, it is possible to optimize
the values of the control points to minimize a distance measure to the target value at these
points.
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Figure 4: B-Spline interpolation in mH of the response η(α,mH) that was determined
from fully simulated MC at certain values of mH .
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Signal Strength with this Model and more Data
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8.2 Signal strength and mass measurement

The global signal strength factor µ acts as a scale factor on the total number of events predicted by the
Standard Model for each of the Higgs boson signal processes. In Fig. 14(a) µ is presented as a function
of mH for the combination of the two data samples. The corresponding result in the case where a SM
Higgs boson signal of mH = 125 GeV is added to simulated background events is shown in Fig. 14(b).
The bands illustrate the µ interval of the test statistic �2 ln �(µ) < 1, where � is the profile likelihood
ratio, and represent an approximate ±1� variation. The fitted signal strength divided by the expected SM
rate is denoted by µ. The expected µ has an asymmetric shape and because the expected SM rate rises
rapidly with increasing mH in the low mass region, the expected µ is increased below the injected signal
mass and slightly exceeds one over a small mass range.

Figure 15(a) shows the profile likelihood as a function of mH for the combined 2011 and 2012 data
samples. The profile likelihood is shown both with (solid curve) the mass scale systematics from elec-
trons MSS(e) and from muons MSS(µ) and without MSS(e) and MSS(µ) (dashed curve). Figure 15(b)
presents the best µ and mH fit values and the profile likelihood ratio contours that, in the asymptotic
limit, would correspond to 68% and 95% confidence levels, again shown both with (dark dashed curve)
MSS(e) and MSS(µ) and without (lighter dashed curve). The value of the signal strength µ at the best fit
for mH (123.5 GeV) is 1.3+0.5

�0.4. For a value of mH = 126 GeV, µ = 0.8+0.4
�0.3.

The value for the fitted mass from the profile likelihood is 123.5 ± 0.9 (stat) ± 0.3 (syst) GeV, where
the systematic uncertainty is dominated by the energy and momentum scale uncertainties. An estimate
of the statistical uncertainty on the mass has been evaluated using pseudo-experiments and is found to
increase the asymptotic estimate by 60 MeV, as can be seen in Fig. 16, and is included in the statistical
uncertainty above.
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Figure 14: (a) The signal strength parameter µ = �/�S M obtained from a fit to the data is presented
for the combined fit to the 2011 and 2012 data samples. (b) The signal strength µ is shown as a func-
tion of mH when a simulated SM Higgs boson signal with mH = 125 GeV is injected onto simulated
backgrounds.
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Mass Discrepancy

Mass Scale Systematics consists of many components. As correlated, we treat:

absolute energy scale calibration from Z peak

+0.4%                                                           +0.3%
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Mass Compatibility

Continuous mH parametrization in the γγ and 
4l channel allow to make these studies:
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Conclusion

Shown an overview of the ATLAS  H→ZZ*→4l  likelihood and some subtleties associated 
with high resolution and low count channels.

An alternative to modeling with histograms and analytic functions was shown.

For signal modeling, RooParamKeysPdf available in the RooStats development branch:
                https://root.cern.ch/svn/root/branches/dev/roostats
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Figure 15: (a) The profile likelihood as a function of mH for the 2011 and 2012 combined data samples.
The profile likelihood is shown both with (solid) the mass scale systematics from electrons (MSS(e)) and
from muons (MSS(µ)) and without (dashed), i.e. with the corresponding nuisance parameters fixed to
their best fit values. The 68% CL uncertainty is determined by the points where the profile likelihood
curve crosses 1. (b) Likelihood ratio contours in the µ, mH plane that, in the asymptotic limit, correspond
to 68% and 95% level contours, again shown with (dark dashed) and without (lighter dashed) MSS(e)
and MSS(µ).
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Figure 16: For the calibration of the uncertainty for the 2011 and 2012 data combined, the 68% CL
interval is determined by using Monte Carlo pseudo-experiments, as indicated by the data points. The
calibrated 68% CL uncertainty corresponds to the location where the line joining the pseudo-experiment
data points crosses the profile likelihood curve. This gives an uncertainty 60 MeV larger than the asymp-
totic estimate.
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From Marumi Kado (talk in Mainz):
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H → γγ  and H → 4l Mass Scale Systematic Uncertainties  
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Spin/CP

Candidate events in the region 115 GeV < m4l < 130 GeV are used. To improve the 
overall sensitivity, this mass region is split into two bins of high and low signal over 
background (S/B): low - 115 − 121 and 127 − 130 GeV, and high - 121 − 127 GeV. The 
sensitivity improvement of this two region split is estimated to be ∼ 6% for all hypotheses 
tested.

BDT or MELA discriminant.

HistFactory model.

32

here was chosen to evaluate the sensitivity of this analysis to non-minimal couplings. More extensive
evaluations of di↵erent spin 2 scenarios will be the subject of future studies. This analysis treats the
spin/parity hypotheses pairwise, attempting to exclude one against the other. Successful support for the
SM Higgs hypothesis would require that the 0+ state is preferred over all other combinations.

The event reconstruction and selection for the spin and parity analysis is the same as described in
Section 4.1. For the present analysis, data from both

p
s = 7 TeV and

p
s = 8 TeV are considered.

Candidate events in the region 115 GeV < m4` < 130 GeV are used. To improve the overall sensitivity,
this mass region is split into two bins of high and low signal over background (S/B): low - 115 � 121
and 127 � 130 GeV, and high - 121 � 127 GeV. The sensitivity improvement of this two region split is
estimated to be ⇠ 6% for all hypotheses tested. The background estimates are determined as described
in Section 4.2 and Section 5.2.

Figure 6 shows distributions of the discriminating variables comparing 0+ to 0� and 2+m to 2� for fully
simulated JHU MC events after reconstruction and the analysis selection corresponding to

p
s = 8 TeV

and
p

s = 7 TeV for m4` = 125 GeV and backgrounds in the mass range 115 GeV < m4` < 130 GeV.
These are the distributions which most clearly distinguish between 0+ and 0�, and between 2+m and 2�.
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Figure 6: Expected distributions for
p

s = 7 TeV and
p

s = 8 TeV for m4` = 125 GeV including
backgrounds in the mass range 115 GeV < m4` < 130 GeV comparing two pairs of spin/parity JP states.
Comparison of 0+ versus 0� hypotheses: (a) �, (b) cos ✓1, and (c) m34, and comparison of 2+m versus 2�

hypotheses: (d) cos ✓⇤, (e) �1, and (f) m34.

Two approaches have been pursued to develop the discriminants used to distinguish between the pairs
of spin/parity states. One uses a boosted decision tree (BDT) in a multivariate analysis. The other uses
the theoretical di↵erential decay rate for the angles, m12 and m34, corrected for detector acceptance and
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Parametrizations of Response Function

Requirements:

➡ smoothly 
approaching zero

➡ continuous also in 
1st and 2nd derivative 
for MIGRAD 
minimization
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and the ai are fixed by the boundary conditions described above.

Pros: This approach avoids the kink (discontinuous first and second derivatives) at ↵ = 0
(see Fig 1(b-d)), which can cause some di�culties for numerical minimization packages such
as Minuit. This approach ensures that ⌘(↵) � 0 (see Fig 1(c)).

Note: This option is not available in ROOT 5.32.00, but is available for normalization
uncertainties (OverallSys) in the subsequent patch releases. In future releases, this may
become the default.
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Figure 1: Comparison of the three interpolation options for di↵erent ⌘

±. (a) ⌘

� = 0.8,
⌘

+ = 1.2, (b) ⌘� = 1.1, ⌘+ = 1.5, (c) ⌘� = 0.2, ⌘+ = 1.8, and (d) ⌘� = 0.95, ⌘+ = 1.5

3.1 Defaults in ROOT 5.32

The default strategy for normalization uncertainties ⌘s(↵) (ie. OverallSys) is the piecewise
exponential option and it is the standard convention for normalization uncertainties in the
LHC Higgs Combination Group..
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