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Thermodynamical free energies



The Polyakov loop
• Polyakov loop in a color representation R

• Thermodynamic relation to the free energy of a 
(infinitely) heavy quark

McLerran Svetitsky PRD24 1981

• Order parameter for the deconfinement phase 
transition.

• Extensively measured on the lattice

The purpose of this paper is to complete the next-to-leading result for the Polyakov

correlator and address its short distance behavior. We also revisit the calculation of the

expectation value of the Polyakov loop at next-to-leading order and find a result which is

di�erent from the next-to-leading result of Gava and Jengo [19]. The rest of the paper is

organized as follows. In the next section we discuss the gluon propagator in static gauge

at 1-loop level. Section III contains the calculation of the Polyakov loop at next to leading

order, while in section IV we discuss Polyakov loop correlators. Finally Section VI contains

the summary and conclusion.

II. THE STATIC GAUGE AND THE SELF-ENERGY

The calculations in this paper have been performed in static gauge [20] defined as

⌥0A
0(x) = 0 (1)

The reason for using the static gauge is the fact that the Polyakov line has a very simple

form

L = P exp

�
ig

⇤ �

0

d⇧A0(⇧,x)

⇥
= exp(ig�A0(x)) (2)

The Feynman rules in this gauge have been discussed in Refs. [20–22]. The spatial part of

the gluon propagator reads

Dij(⌃n,k) =
1

k2

�
⇥ij +

kikj
⌃2
n

⇥
(1� ⇥n0) +

1

k2

�
⇥ij � (1� ⇤)

kikj
k2

⇥
⇥n0, (3)

where ⌃n = 2⌅Tn are the bosonic Matsubara frequencies and k2 = ⌃2
n+k2. Throughout the

paper italic letters refer to Euclidean four-vectors and bold letters to the spatial components.

We call non-static modes those propagating with nonzero Matsubarara frequencies and con-

versely we employ the term static mode for the zero mode. The first term in the r.h.s. of Eq.

(3) is then the non-static part (⇥ (1� ⇥n0)), whereas the second is the static part (⇥ ⇥n0).

We then have the free temporal propagator

D00(⌃n,k) =
⇥n0
k2

, (4)

which is purely static. The Feynman rules in this gauge are briefly presented in App. A

together with our Feynman diagrams conventions.

3

hLRi ⌘ hT̃rLRi, T̃r ⌘ Tr

d(R)

hLF i = e�FQ/T



The Polyakov loop
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Figure 2: The dimensionally regularized Polyakov loop expectation value, eq. (2.20), as a function

of T/Tc, where Tc is the critical temperature of the deconfining phase transition (a conversion from

perturbative units has been carried out by assuming Tc/ΛMS ! 1.25; a variation within the range 1.10

– 1.35 yields an error much smaller than the band width). The upper edge of the band (solid red line)

corresponds to evaluating the coupling and the Debye mass parameter according to the simple 1-loop

criteria in eqs. (2.22), (2.23); for the lower edge (dashed blue line) we have replaced g2 through the

2-loop value of g2E given in ref. [21], and mE/g2E through the expression in eq. (14) of ref. [30]. The

lattice data, labelled by Nτ , is from ref. [12] (the spatial lattice size was kept fixed at 323).

eventually allow to improve on the agreement. (Phenomenological recipes for matching the

lattice data down to lower temperatures can be found, e.g., in refs. [33].)

It is amusing to note, in any case, that the behaviour of the Polyakov loop is qualitatively

quite similar to that of mesonic screening masses, expressed in units of the temperature [34]:

both are small close to the phase transition (because they are related to order parameters in

various limits), but then increase rapidly, and should finally approach their non-zero asymp-

totic values from above.

3. Singlet free energy in Coulomb gauge

3.1. Basic setup

The original definition of the singlet quark-antiquark free energy was related to the eigenvalues

of the untraced Polyakov loop [35]; in practice, however, lattice measurements consider the
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Figure 5: Top panel: Renormalized SU(4) Polyakov loop in the fundamental representation, as a
function of the temperature (in units of T

c

), in comparison with one- and two-loop perturbative
predictions. Bottom panel: Renormalized fundamental loop, as a function of T/T

c

, in the SU(5)
theory.
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• Lattice: Gupta Hubner Kaczmarek PRD77 (2008) (left), Mykkanen 
Panero Rummukainen JHEP1205 (2012) (right, figure)
pQCD: Burnier Laine Vepsalainen JHEP1011 (2009, left fig.), 
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The Polyakov loop correlator
• Correlator of two Polyakov loops: (difference in) free energy 

of a quark-antiquark pair

Gauge independent and well defined, but probes the octet 
sector as well

j

i i

j

Quarkonium in Hot Medium 2

The QGP is characterized by color screening: the range of interaction between

heavy quarks becomes inversely proportional to the temperature. Thus at sufficiently

high temperatures, forming a bound state with a heavy quark (c or b) and its anti-quark

becomes impossible. Color screening is studied on the lattice by calculating the spatial
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Figure 1. Static quark singlet free energy versus quark separation calculated in 2+1
flavor QCD on 163× 4 lattices at different temperatures [36] (right). The combination
r(F1(r, T ) − F∞(T )) as function of rT (left). The solid black line on the left plot is
the parametrization of the zero temperature potential calculated in Ref. [24].
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Figure 2. Static quark free energy versus quark separation calculated in 2+1 flavor
QCD on 163 × 4 lattices at different temperatures [36] (right). The combination
r(F (r, T ) − F∞(T )) as function of rT (left). The solid black line on the left plot
is the parametrization of the zero temperature potential calculated in Ref. [24].

correlation function of a static quark and anti-quark, which propagates in Euclidean time

from τ = 0 to τ = 1/T where T is the temperature (see Ref. [28] for a recent review).

Two types of correlation functions are usually calculated on the lattice. The correlation

function of Polyakov loops, which is also called the color averaged correlator

G(r, T ) =
1

9
〈TrL(r)TrL†(0)〉, (1)

where the temporal Wilson line is defined in terms of link variable U0(x0, r) as
L(r) =

∏
Nτ−1

x0=0
U0(x0, r), and the color singlet correlator

G1(r, T ) =
1

3
〈TrL(r)L†(0)〉 (2)

HISQ action [27] seem to support this scenario.

Petreczky 1001.5284

• Perturbation theory at short 
distances/EFT analysis
Brambilla JG Petreczky Vairo 
PRD82 (2010)

• Intermediate distances r~1/
mD Nadkarni PRD33 (1986)

• Large distances r≫1/mD

Braaten Nieto PRL74 (1995) 

Pc ⌘ hTrL(x) TrL†(0)i



The singlet free energy
• Defined as

Gauge dependent, Coulomb gauge popular

Perturbative: Burnier Laine Vepsäläinen JHEP1001 (2010) 
Lattice: Kaczmarek Karsch Petreczky Zantow PLB243 (2002)

hTrL(x)L†(0)i

The purpose of this paper is to complete the next-to-leading result for the Polyakov

correlator and address its short distance behavior. We also revisit the calculation of the

expectation value of the Polyakov loop at next-to-leading order and find a result which is

di�erent from the next-to-leading result of Gava and Jengo [19]. The rest of the paper is
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Figure 5: The singlet potential in Coulomb gauge from eq. (3.28) [βV1 ≡ − ln(ψC/|ψP|2)], for Nf = 0,

at T = 3.75ΛMS (T ≈ 3Tc), at small (left) and large (right) distances. The band corresponds to

variations of the gauge coupling and mE as explained in the caption of fig. 2. As explained in fig. 4,

“unresummed” results can only be applied at short distances, “resummed” ones only at large distances.

The lattice data, labelled by Nτ , is from ref. [8] (the spatial lattice size was kept fixed at 323).

replaced with exp(−m̃Er), with some non-perturbative m̃E. The uncancelled power-law term

on the third line implies that the singlet free energy dies away at large distances slower than

gauge-invariant correlations.

In fig. 5 we compare eq. (3.28) with Nf = 0 lattice data from ref. [8]. The parameters

have been fixed as in eq. (2.22), and also more elaborately as explained in the caption. We

observe good agreement between our result and the non-perturbative data, if the unresummed

form of eq. (3.22) is used at short distances, and the resummed form of eqs. (3.24)–(3.27)

at large distances. (Unfortunately the latter expression involves an unknown parameter,

m̃E, so the test is less stringent at large distances.) We have repeated the comparison at

T ≈ 12Tc, and the agreement remains good, despite the band becoming narrower (cf. fig. 6).

Such a nice agreement for ψC even at T ≈ 3Tc is perhaps somewhat surprising, given that

according to fig. 2 higher-order perturbative corrections to ψP could still to be significant in

this temperature range. (Formally, ψP can be obtained from the T - and r-dependent part of

ψC by setting r → 0, cf. eqs. (2.9), (3.2), and it can indeed be observed from fig. 5(left) that

some tendency towards a discrepancy starts to form in this limit.)

It is interesting to compare the present results with those in ref. [42], where the short-

distance spatial correlators related to gauge-invariant scalar and pseudoscalar densities were

measured. The authors observed stronger correlations than indicated by the leading-order

18



The cyclic Wilson loop
• A gauge invariant completion of the singlet free energy

• It corresponds to two Polyakov lines connected by an 
adjoint spacelike Wilson line

• The restored gauge invariance comes
at a price: no longer a simple QQbar 
free energy and additional divergences 

Figure 6. The contours for the non-cyclic (left) and the cyclic Wilson loop (middle) are shown.
One can see that the cusp points turn into intersection points. The contour for the Polyakov loop
correlator is shown on the right.

Figure 7. The two possible path orderings for a loop with one intersection

sets of loops and loop correlators that mix under renormalization. These sets consist of all

possible path ordering prescriptions for contours that occupy the same points in space-time

and retain the same direction everywhere except at the intersection points. An illustration

of this is given in figure 7 for the simplest case of a smooth curve that intersects with itself

once at a single point.

Following this contour and arriving at the intersection point, there are two possible

ways how to go on: one can either go straight ahead, thus following the rest of the contour,

or make a turn onto the way one has come, splitting the contour into two separate loops.

To highlight this last feature the two loops on the right of figure 7 are drawn apart, while

it should be understood that they still connect at the intersection point.

Each of those two loops on the right, taken on its own, would have a normal cusp and

be renormalizable through a multiplicative constant. However, when taking the average

over the product of both loops there is a new source of divergences from gluon exchanges

between the two loops. In order to get rid of those one has to add a multiple of the

expectation value of the smooth loop on the left, for which similar divergences arise at the

intersection. By choosing appropriate coefficients, linear combinations of both loops can

be made finite.

In general a loop may cross an intersection point more than twice and the angles at

which the different lines enter that point may all be different. In that case the set of all

associated loops is renormalized by a matrix of renormalization constants, which depend

only on the angles at the intersection point. When a loop has more than one intersection

point, then the set of associated loops takes on a tensor like structure with a renormalization

matrix for each intersection point. If there are additional cusps present, then those can be

taken care of by multiplicative constants. So the general formula looks like this:

– 9 –

Wc ⌘
1

Nc
hTrU(⌧ = 0;0, r)L(r)U †(⌧ = 0;0, r)L†(0)i
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Motivation

• Understand the Polyakov loop correlator in 
terms of singlet and octet contributions in the 
EFT framework

• Renormalize the cyclic loop

• Future: program of comparison between 
perturbation theory and lattice for quarkonium-
related quantities 



The Polyakov loop correlator



Our perturbative calculation
• The correlator was computed by 

Nadkarni in 1986 up to order g6 within 
EQCD, i. e. 
Nadkarni PRD33 (1986)

1/r ⇠ mD

1

r

T

mD

g2

r



Our perturbative calculation
• The correlator was computed by 

Nadkarni in 1986 up to order g6 within 
EQCD, i. e. 
Nadkarni PRD33 (1986)

• We performed instead our computation 
assuming this hierarchy:

1/r ⇠ mD

1

r
� T � mD � g2
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Our perturbative calculation
• The correlator was computed by 

Nadkarni in 1986 up to order g6 within 
EQCD, i. e. 
Nadkarni PRD33 (1986)

• We performed instead our computation 
assuming this hierarchy:

• rT  is an additional expansion parameter, 
we included terms up to g6(rT)0

1/r ⇠ mD

1

r
� T � mD � g2

r

1

r

T

mD

g2

r



The perturbative result
• The hierarchy is implemented by separating the 

contribution of each momentum region by appropriate 
expansions and resummations in the integrals 

• Up to order g6(rT)0 we have

CPL(r, T ) =
N2 � 1
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The EFT approach

• We proceed to create an EFT framework that

• enables us to re-obtain the same results in terms 
of colour singlet and colour octet correlators

• gives a more transparent interpretation of the 
previous result

• Obtained by integrating out 1/r, the largest scale, 
yielding Euclidean potential non-relativistic QCD 
(pNRQCD)



At the scale 1/r
• In pNRQCD the Polyakov loop correlator is given by

Higher-dimensional operators with more gauge fields are suppressed.
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At the scale 1/r
• In pNRQCD the Polyakov loop correlator is given by

Higher-dimensional operators with more gauge fields are suppressed.

• If we match to the previous determination of CPL(r,T) we get

which is coherent with the spectral decomposition
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• In pNRQCD the Polyakov loop correlator is given by

Higher-dimensional operators with more gauge fields are suppressed.

• If we match to the previous determination of CPL(r,T) we get

which is coherent with the spectral decomposition

• If we instead assume the spectral decomposition, then the matching 
provides a non-trivial verification  of the two-loop octet potential
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Integrating out the temperature

1
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Integrating out the Debye mass
1

r

T
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• fs and fo may be interpreted as singlet and 
octet free energies in pNRQCD

• They are obtained by evaluating loop 
diagrams in pNRQCD
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Final results

• In the Polyakov loop correlator CPL(r,T), large 
cancellations occur between fs, fo and the 
(fundamental) Polyakov loop

• They lead to the previous result for CPL(r,T) to 
order g6(rT)0.
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Comparison with the literature

• Recently the singlet static potential at finite temperature 
has been determined in a pNRQCD EFT framework in 
real-time. 

• The real-time potential has real and imaginary parts. The 
singlet free energy fs  we have introduced does not agree 
completely with the real part of the real-time potential 
ReVs(r) in the same hierarchy. The difference can be traced 
back to the different boundary conditions in the two 
cases, i.e. cyclic imaginary time vs. real large time.
Brambilla JG Petreczky Vairo PRD78 (2008)
Brambilla Escobedo JG Soto Vairo JHEP1009 (2010)



The cyclic Wilson loop



Renormalization of Wilson loops 
• All Wilson lines have a linear UV divergence proportional 

to their length:

⇒A Wilson loop with a smooth, nonintersecting contour is 
finite in DR after charge renormalization

• Cusps in the contour introduce UV cusp divergences, 
renormalized multiplicatively through the cusp anomalous 
dimension, which only depends on the angle. Known in 
QCD to NLO

Polyakov NPB84 (1980) Dotsenko Vergeles NPB169 (1980) Brandt 
Neri Sato PRD24 (1981) Korchemsky Radyushkin NPB283 (1987)

Figure 6. The contours for the non-cyclic (left) and the cyclic Wilson loop (middle) are shown.
One can see that the cusp points turn into intersection points. The contour for the Polyakov loop
correlator is shown on the right.

Figure 7. The two possible path orderings for a loop with one intersection

sets of loops and loop correlators that mix under renormalization. These sets consist of all

possible path ordering prescriptions for contours that occupy the same points in space-time

and retain the same direction everywhere except at the intersection points. An illustration

of this is given in figure 7 for the simplest case of a smooth curve that intersects with itself

once at a single point.

Following this contour and arriving at the intersection point, there are two possible

ways how to go on: one can either go straight ahead, thus following the rest of the contour,

or make a turn onto the way one has come, splitting the contour into two separate loops.

To highlight this last feature the two loops on the right of figure 7 are drawn apart, while

it should be understood that they still connect at the intersection point.

Each of those two loops on the right, taken on its own, would have a normal cusp and

be renormalizable through a multiplicative constant. However, when taking the average

over the product of both loops there is a new source of divergences from gluon exchanges

between the two loops. In order to get rid of those one has to add a multiple of the

expectation value of the smooth loop on the left, for which similar divergences arise at the

intersection. By choosing appropriate coefficients, linear combinations of both loops can

be made finite.

In general a loop may cross an intersection point more than twice and the angles at

which the different lines enter that point may all be different. In that case the set of all

associated loops is renormalized by a matrix of renormalization constants, which depend

only on the angles at the intersection point. When a loop has more than one intersection

point, then the set of associated loops takes on a tensor like structure with a renormalization

matrix for each intersection point. If there are additional cusps present, then those can be

taken care of by multiplicative constants. So the general formula looks like this:

– 9 –
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Figure 10. Examples of linear divergences. The divergences arise when the vertices inside the
dashed box are contracted to one point.

Linear divergences are proportional to the length of the contour and can be removed by

a factor that can be interpreted as a mass term; dimensional regularization removes these

power-like divergences automatically [10]. Examples of diagrams with linear divergences

are given in Fig. 10. In the notation adopted here, which follows the one in Ref. [14], the

dashed box stands for integration regions where all vertices inside the box are contracted

to one point. If the box includes a singular point, then the vertices are contracted to that

point, otherwise they can be contracted anywhere inside the box.

Line vertex divergences can be removed by using renormalized fields and couplings [11].

Cusp divergences arise from diagrams and integration regions as those depicted in Fig. 11.

The one-loop divergence has been given in Eq. (3.6) as a function of the cusp angle γ.

From it the renormalization constant for a non-cyclic Wilson loop (i.e. a Wilson loop with

a time extension smaller than 1/T ) with four right-angled cusps can be inferred to be in the

MS-scheme Z = exp
[
−2CFαsµ−2ε/(πε̄)

]
. Cusp divergences are absent in a cyclic Wilson

loop.

γ γ γ

Figure 11. Contributions to a cusp divergence at O (αs).

We turn now to the intersection divergences of the cyclic Wilson loop, which are our

main point of interest. They only appear when all vertices of a diagram or subdiagram are

contracted to an intersection point. In all cases where at least one vertex is on the string,

if every vertex of the diagram can be contracted to the intersection, then the contribution

of the diagram cancels because of cyclicity. If all vertices are on a quark line, then the dia-

gram contributes equally to the Polyakov loop, which is finite after charge renormalization.

This leads to the conclusion that a connected diagram cannot give rise to an intersection

divergence, because either all vertices can be contracted to an intersection point, in which

case either the divergence cancels because of cyclicity or because it contributes to the

– 18 –



Taxonomy of Wilson loops

Loop Divergence Renormalization

Smooth, non-
intersecting linear multiplicative

rectangular, 
non-cyclic linear+cusp (log) multiplicative



The divergence in the cyclic loop
• Burnier Laine Vepsäläinen computed the loop for rT~1 in 
JHEP1001. After charge renormalization the result was still 
UV divergent at order g4

order potential,
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where we inserted 1 = µ−2ε[1+ ε(ln µ̄2

4π + γE)] in order to fix the dimensions. It is not clear to

us whether the O(1/ε) ×O(ε) terms from here can have physical significance.

In any case, after fixing Y2
0 , the terms can be added up. The complete result is not

particularly transparent, and may be ambiguous as just discussed, so we do not write it down
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The function GDR, in which the complications are hidden, does have a simple expression in

certain limits, however, and these will be discussed in the next section.

5.5. Summary and comparison with literature

Adding up the relevant parts of eqs. (3.28), (5.9) and (5.22), we finally get
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At small distances, mEr $ 1, the dominant term of the coefficient function GDR, defined in
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Though we have not carried out the computation, we could expect that in lattice regulariza-

tion the corresponding structure goes over into
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The divergence in the cyclic loop

• We perform a calculation for rT≪1, focusing only on the 
UV aspects and on the contribution from the scale 1/r. 

The divergent terms agree. The divergence is UV and 
cannot be renormalized multiplicatively
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Taxonomy of Wilson loops

Loop Divergence Renormalization

Smooth, non-
intersecting linear multiplicative

rectangular, 
non-cyclic linear+cusp (log) multiplicative

cyclic (Wc) linear+??? (log) ???



Origin of the divergence
• In Coulomb gauge the singlet free energy is finite
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Origin of the divergence
• In Coulomb gauge the singlet free energy is finite

• Add the strings: a lot of diagrams cancel because of 
cyclicity (all those where the two strings are connected on 
at least one side by the singlet component of a Polyakov 
line)

Scheme-independent cancellation

a b c

d e f

Figure 3.1: The diagrams contributing to the tree-level rectangular Wilson loop in Feyn-
man or Coulomb gauge. Imaginary time runs in the horizontal direction, space in the
vertical one. As per the conventions of App. A, dashed lines are longitudinal gluons and
curly lines are transverse gluons. After analytical continuation to real times, it can be
shown that in the large time limit only the diagrams in the first line contribute to the
potential, both in Feynman gauge [22] and in Coulomb gauge [182].

As in any EFT, establishing a hierarchy and identifying the low-energy degrees of free-
dom is the first step in the construction of the e↵ective theory, as we explained in
Sec. 1.2. A crucial aspect of our EFT framework is thus the assumption of a scale hi-
erarchy between the non-relativistic and the thermodynamical scales. We remark that
the aforementioned calculation [22] of the potential from the real-time continuation of
the Wilson loop has been performed in the context of the HTL e↵ective theory, with
the Feynman rules derived from the Lagrangian (2.42). As such it implicitly assumes a
temperature T much larger than the inverse spatial extent 1/r of the Wilson loop, i.e.
T � 1/r. The use of resummed HTL propagators furthermore implies 1/r ⇠ mD.
Sec. 3.1 shall then be devoted to introducing the possible scale hierarchies that are rel-
evant for QQ bound states in the plasma, among which the one just discussed. These
hierarchies will then be analyzed in detail in Chapters 4, 5 and 6.

3.1 Scale hierarchies

Bound states at finite temperature are systems characterized by many energy scales. As
we mentioned before, on one side there are the thermodynamical scales that describe the
motion of the particles in the thermal bath: as discussed in Sec. 2.4, one has the temper-
ature scale2 T , the Debye mass mD, which is the screening scale of the chromoelectric

2There is an ambiguity as to what is the e↵ective scale between T , ⇡T and multiples thereof. The
controversy arises because in the Matsubara formalism frequencies are even/odd multiples, according to
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Origin of the divergence
• In Coulomb gauge the singlet free energy is finite

• Add the strings: a lot of diagrams cancel because of 
cyclicity (all those where the two strings are connected on 
at least one side by the singlet component of a Polyakov 
line)

Scheme-independent cancellation

• The divergence is then given by these diagrams

a b c

d e f

Figure 3.1: The diagrams contributing to the tree-level rectangular Wilson loop in Feyn-
man or Coulomb gauge. Imaginary time runs in the horizontal direction, space in the
vertical one. As per the conventions of App. A, dashed lines are longitudinal gluons and
curly lines are transverse gluons. After analytical continuation to real times, it can be
shown that in the large time limit only the diagrams in the first line contribute to the
potential, both in Feynman gauge [22] and in Coulomb gauge [182].

As in any EFT, establishing a hierarchy and identifying the low-energy degrees of free-
dom is the first step in the construction of the e↵ective theory, as we explained in
Sec. 1.2. A crucial aspect of our EFT framework is thus the assumption of a scale hi-
erarchy between the non-relativistic and the thermodynamical scales. We remark that
the aforementioned calculation [22] of the potential from the real-time continuation of
the Wilson loop has been performed in the context of the HTL e↵ective theory, with
the Feynman rules derived from the Lagrangian (2.42). As such it implicitly assumes a
temperature T much larger than the inverse spatial extent 1/r of the Wilson loop, i.e.
T � 1/r. The use of resummed HTL propagators furthermore implies 1/r ⇠ mD.
Sec. 3.1 shall then be devoted to introducing the possible scale hierarchies that are rel-
evant for QQ bound states in the plasma, among which the one just discussed. These
hierarchies will then be analyzed in detail in Chapters 4, 5 and 6.

3.1 Scale hierarchies

Bound states at finite temperature are systems characterized by many energy scales. As
we mentioned before, on one side there are the thermodynamical scales that describe the
motion of the particles in the thermal bath: as discussed in Sec. 2.4, one has the temper-
ature scale2 T , the Debye mass mD, which is the screening scale of the chromoelectric

2There is an ambiguity as to what is the e↵ective scale between T , ⇡T and multiples thereof. The
controversy arises because in the Matsubara formalism frequencies are even/odd multiples, according to
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Renormalization
• The divergence is related to the cusp divergence, but not 

quite the same. Indeed, thinking cylindrically, the cyclic 
Wilson loop is topologically different from a regular one

• It does not have cusps, but a continuous set of intersections. 

The Cyclic Wilson Loop Renormalization of the Cyclic Wilson Loop

Divergence of the cyclic Wilson loop

periodic boundary conditions: ⌧ = 0 and ⌧ = � are identified
cusps turn into intersections:

only intersections at string endpoints relevant
(angles 0 and ⇡ not divergent)
alternate path orderings lead to Polyakov loop correlator (finite)
renormalization matrices at the 2 intersections must be identical

Renormalization formula (compact)
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Renormalization
• The divergence is related to the cusp divergence, but not 

quite the same. Indeed, thinking cylindrically, the cyclic 
Wilson loop is topologically different from a regular one

• It does not have cusps, but a continuous set of intersections. 

• Wilson loops with intersections are renormalized in matrix 
form, by considering all possible choices of paths at the 
intersection

Brandt Neri Sato PRD24 (1981) Korchemskaya Korchemsky NPB437 (1995) 
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Divergences

logarithmic divergences 2 for intersections:
cannot be removed through a single multiplicative constant
set of associated loops mix under renormalization

same contour, but di↵erent path ordering at intersection
disconnected loops are traced separately
renormalization matrix depends only on intersection angles

general case:
1 renormalization constant / matrix for every cusp / intersection
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Renormalization
• The divergence is related to the cusp divergence, but not 

quite the same. Indeed, thinking cylindrically, the cyclic 
Wilson loop is topologically different from a regular one

• It does not have cusps, but a continuous set of intersections. 

• Wilson loops with intersections are renormalized in matrix 
form, by considering all possible choices of paths at the 
intersection

Brandt Neri Sato PRD24 (1981) Korchemskaya Korchemsky NPB437 (1995) 
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Renormalization
• The procedure is the same in the case of n intersections. 

In our case in principle n=∞, but in practice there are 
only two independent paths:
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Renormalization
• The procedure is the same in the case of n intersections. 

In our case in principle n=∞, but in practice there are 
only two independent paths:

• They are the cyclic loop (Wc) and the correlator of two 
Polyakov loops (Pc). The latter being finite, the 
renormalization matrix reads
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Intermediate summary
• We have obtained that the cyclic Wilson loop is 

not renormalized multiplicatively. Due to the 
periodic boundary conditions, it mixes with the 
Polyakov loop correlator under renormalization.

• Alternatively, diagonalize the matrix⇒ Wc-Pc is 
multiplicatively renormalizeable 

• This renormalization prescription is valid at weak 
and strong coupling

WR
c = ZWc + (1� Z)Pc



Perturbative renormalization
• The renormalization equation gives

• This implies

• The renormalization procedure has been tested successfully 
to order g6, where Pc matters

• Accounting for the different geometries and signatures, it 
agrees with the result of Korchemskaya Korchemsky NPB437 (1995). Up 
to this order 
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Non-perturbative renormalization
• Dealing directly with Wc is probably complicated. 

Wc-Pc instead is multiplicatively renormalizeable

• It has linear divergences proportional to r and 1/T  
and intersection log divergences

• Ratios like this should be cutoff-independent

another way of comparing PT and lattice

• First measurements of Wc in Bazavov Petreczky 
1303.5500

(Wc � Pc)(r) (Wc � Pc)(2r0 � r)

(Wc � Pc)(r0) (Wc � Pc)(r0)



Taxonomy of Wilson loops
Loop Divergence Renormalization

Smooth, non-
intersecting linear multiplicative

rectangular, 
non-cyclic linear+cusp (log) multiplicative

cyclic (Wc)
linear

+intersection 
(log)

mixing with Pc

Wc-Pc linear+int. (log) multiplicative



Conclusions
• The Polyakov loop correlator Pc

• is a well defined, gauge invariant free energy

• at short distances it can be expressed in an EFT 
framework

• The cyclic Wilson loop Wc

• mixes under renormalization with Pc. The difference is 
multiplicatively renormalizeable

• is then another well-defined and gauge-invariant 
operator. Comparisons with lattice are possible, as 
well as EFT framework


