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Outline 

•  Bs → J/ψφ as a probe for new physics  
•  History, progress and new results  
•  Implications  
•  Conclusions and outlook 
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This presentation will  concern 

Gustaaf Brooijmans Evidence for an Anomalous Like-Sign Dimuon Asymmetry - FPCP 2010

• Two magnets: central solenoid + muon system toroid

• Bi-weekly polarity changes ensures ~equal datasets with each 

• Helps cancel most detector-related asymmetries
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LHCb: forward spectrometer at LHC designed for flavour physics  
CDF and D0: general purpose detectors at Tevatron 
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Look for CP in Bs system 

•  Flavour violation and CP violation (CPV) in K and 
Bd systems well described by CKM mechanism  
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•  CPV arising from a single phase in CKM matrix is too 
small to explain baryon asymmetry in the Universe 

•  Bs decays provide an excellent lab to look for new 
sources of CP violation 
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Neutral Bs-Bs system 

•  Schrödinger’s equation describes time evolution  

i d
dt
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New physics (NP) naturally affects M12. Possibility of 
new physics in Γ12 not excluded.  

Bs,H = pBs + qBs, Bs,L = pBs − qBs

•  Diagonalizing Hamiltonian leads to two mass 
eigenstates with masses MH(L) and decay width ΓH(L)  

Bs mesons change flavour during their lifetime     

+ NP 
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Probes for NP in Bs mixing    

1)  CPV in Bs mixing: as
fs =1-|q/p|2 ≈ |Γ12/M12|sinφ,  φ=arg(-M12/Γ12) 

§   SM:    as
fs = (0.29 ±0.09)×10-4 

§   D0:                                                  [PRD82 (2010) 012003] 

2)  mass difference ΔMs = ΜH-ΜL ≈ 2M12 
§   SM: ΔMs = 17.3 ± 2.6 ps-1  
§   LHCb preliminary: ΔMs = 17.725 ±0.041± 0.026 ps-1  [LHCb-CONF-2011-050]  

3)  decay width difference:  ΔΓs = ΓL-ΓH ≈ 2Γ12cosφ  
§   SM: ΔΓs = 0.087 ± 0.021 ps-1    
§   Measured in Bs→J/ψφ  

4)  mixing induced CPV in Bs decay to CP eigenstates (e.g. Bs→J/ψφ) 

Comparing these direct measurements with their 
indirect determinations in the Standard Model (SM) 

a
fs

s = −17± 91−15
+14( )×10−4

[Lenz, Nierste, arXiv1102.4274] 

[Lenz, Nierste, arXiv1102.4274] 

[Lenz, Nierste, arXiv1102.4274] 
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Mixing-induced CPV in b→ccs   
•  Bs → fCP (eigenvalue ηCP) ●  CP Violation  

–  CPV   in interference between  
mixing and decays to CP eigenstates 

–  phis        where    

●  CP violating phase ϕs 

–  measured in Bs → J/ψϕ decays 

–  in Standard Model (SM)  
ϕs prediction is small and precise   

–  ϕs sensitive to new physics 

●  CP Violation in mixing 

–  CPV   in Bs mixing  -  Asl  -  measured in semileptonic asymmetry 

16-18 April 2012 3 CERN, LHCb Implications workshop 
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•  b→ccs decays of Bs (ignore tiny CPV in mixing and penguin pollution) 

S = −ηCP sinφs

φs
SM = −2βs = −0.036± 0.003

phase φs probes NP in M12               

[Lenz, Nierste, arXiv1102.4274] 
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Golden channel Bs → J/ψφ   
•  Theoretically and experimentally clean 

–  b→ccs tree dominance leads to precise 
prediction of φs in SM 

–  Relatively large branching ratio 
–  Easy to trigger on muons from J/ψ → µ+µ-	


•  Multivariate analysis  
–  10 physics parameters:  φs, ΔΓs, Γs, ΔMs,               

3 amplitudes and 3 strong phases 
–  2 initial Bs flavours  
–  4 CP eigenstates: 3 K+K- P-waves and   1 S-wave 
–  4D space: 3 angles (θ, φ, ψ) and decay time t 

Need flavour-tagged, time-dependent angular analysis.  
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A bit of history  
•  2007: first tagged analysis by CDF, followed by D0 
•  2009:  2.1σ deviation from SM in CDF+D0 combination  [DØ Note 5928-

CONF] 
•  2010: D0 same-sign dimuon asymmetry Ab

sl in 6.1fb-1 showed 3.2σ from SM, 
implying large φs (assuming NP in Bs M12 only ) [PRD82 (2010) 032001] 

•  2011: D0 update of Ab
sl with 9 fb-1  showed 3.9σ deviation from SM [PRD84 

(2011) 052007] 
•  2011: first LHCb tagged analysis result   22
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FIG. 16: The observed and expected like-sign dimuon charge
asymmetries in bins of dimuon invariant mass. The expected
asymmetry is shown for (a) Ab

sl = 0.0 and (b) Ab
sl = −0.00957.
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FIG. 17: (Color online) Comparison of Ab
sl in data with the

standard model prediction for ad
sl and as

sl. Also shown are
the existing measurements of ad

sl [23] and as
sl [24]. The error

bands represent the ±1 standard deviation uncertainties on
each individual measurement.

FIG. 18: (Color online) The 68% and 95% C.L. regions of
probability for ∆Γs and φs values obtained from this mea-
surement, considering the experimental constraints on ad

sl [23].
The solid and dashed curves show respectively the 68% and
95% C.L. contours from the B0

s → J/ψφ measurement [25].
Also shown is the standard model (SM) prediction for φs and
∆Γs.
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FIG. 19: (Color online) Probability contours in the (φs,∆Γs)
plane for the combination of this measurement with the result
of Ref. [25], using the experimental constraints on ad

sl [23].
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Latest publications  
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FIG. 17. (color online). Left: Confidence regions in βJ/ψφ
s -∆Γs plane for the fit including flavor tagging information before

(dashed) and after (solid) performing the coverage adjustment. Right: Comparison of including (solid) and not including
(dashed) the S-wave contribution in the likelihood fit.

C.L. range is between the points of intersection of the
profile-likelihood scan curve and a horizontal line which
is one unit (four units) above the global minimum. In
our case after coverage adjustment the solid (blue) and

dot-dashed (red) horizontal lines which indicate the 68%
and 95% C.L. ranges are at 2.74 and 7.11 units above the
global minimum, respectively. We obtain

βJ/ψφ
s ∈ [0.02, 0.52]∪ [1.08, 1.55] at 68% confidence level,

∈ [−π/2,−1.46]∪ [−0.11, 0.65]∪ [0.91,π/2] at 95% confidence level.

We find the standard model p-value for βJ/ψφ
s to be 0.30

corresponding to about one Gaussian standard deviation
from the SM expectation as is also evidenced in Fig. 16.

In comparison with the recent measurement of βJ/ψφ
s

from the D0 collaboration using a data sample based on
8 fb−1 of integrated luminosity [19], we find a similar

region to constrain βJ/ψφ
s at the 68% C.L. and obtain

a similar p-value for comparison with the SM expecta-

tion. However, our result constrains βJ/ψφ
s to a narrower

region at the 95% confidence level.

In addition, we quote a confidence interval for the
S-wave fraction after performing a likelihood scan for
fSW as shown in Fig. 19. We also show a quadratic
fit overlaid indicating the parabolic shape of the likeli-
hood around the minimum which we integrate to cal-
culate upper limits on the S-wave fraction. The up-
per limit on the S-wave fraction over the mass interval
1.009 < m(K+K−) < 1.028 GeV/c2 corresponding to
the selected K+K− signal region is 4% of the total signal

at the 68% confidence level, and fSW < 6% at 95% C.L.
Since the analysis is limited to events in a narrowK+K−

mass range around the φ signal, the observed S-wave
fraction is small and its effect on the observables quoted
in this analysis is minor. We verified with pseudoexperi-
ments that a sizeable amount of S-wave would affect the
measured value of βJ/ψφ

s . In contrast to our result, the
recent D0 publication [19] quotes a sizeable fraction of
17.3±3.6% for the S-wave fraction over almost the same
K+K− mass range. We also perform a likelihood scan
to determine the associated S-wave phase, but, as ex-
pected from simulated experiments, we find that we are
not sensitive to δSW with the current data sample size.
Finally, we perform a flavor tagged analysis with ∆Γs

Gaussian constrained to the theoretical prediction of
2 |Γs

12| = (0.090± 0.024) ps−1 [9]. Under this constraint,

βJ/ψφ
s is found in the range [0.05, 0.40] ∪ [1.17, 1.49] at

the 68% confidence level, and within [−π/2,−1.51] ∪
[−0.07, 0.54]∪ [1.03,π/2] at 95% C.L. as shown in Fig. 18
on the right-hand side. The p-value for the SM expected

17

τ s = 1.444+0.041
−0.033 ps,

∆Γs = 0.179+0.059
−0.060 ps−1,

φJ/ψφs = −0.56+0.36
−0.32,

|A0|2 = 0.565± 0.017,

|A‖|2 = 0.249+0.021
−0.022,

δ‖ = 3.15± 0.19,

cos(δ⊥ − δs) = −0.20+0.26
−0.27,

FS = 0.173± 0.036.
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FIG. 13: (color online). Two-dimensional 68%, 90% and and
95% credible regions for (a) the BDT selection and (b) the
Square-cuts sample. The standard model expectation is indi-
cated as a point with an error.

To obtain the final credible intervals for physics pa-
rameters, we combine all eight MCMC chains, effectively
averaging the probability density functions of the results
of the fits to the BDT- and Square-cuts samples. Fig-
ure 14 shows 68%, 90% and 95% credible regions in the

(φJ/ψφs ,∆Γs) plane. The p-value for the SM point [47]

(φJ/ψφs ,∆Γs) = (−0.038, 0.087 ps−1) is 29.8%. The
one-dimensional 68% credible intervals are listed in Sec-
tion VIII below.

SM p-value = 29.8%
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FIG. 14: (color online). Two-dimensional 68%, 90% and 95%
credible regions including systematic uncertainties. The stan-
dard model expectation is indicated as a point with an error.

VIII. SUMMARY AND DISCUSSION

We have presented a time-dependent angular analysis
of the decay process B0

s → J/ψφ. We measure B0
s mixing

parameters, average lifetime, and decay amplitudes. In
addition, we measure the amplitudes and phases of the
polarization amplitudes. We also measure the level of
the KK S-wave contamination in the mass range (1.01 –
1.03) GeV, FS . The measured values and the 68% credi-
ble intervals, including systematic uncertainties, with the
oscillation frequency constrained to ∆Ms = 17.77± 0.12
ps−1, are:

τ s = 1.443+0.038
−0.035 ps,

∆Γs = 0.163+0.065
−0.064 ps−1,

φJ/ψφs = −0.55+0.38
−0.36,

|A0|2 = 0.558+0.017
−0.019,

|A‖|2 = 0.231+0.024
−0.030,

δ‖ = 3.15± 0.22,

cos(δ⊥ − δs) = −0.11+0.27
−0.25.

FS = 0.173± 0.036,

(13)

The p-value for the SM point (φJ/ψφs ,∆Γs) =
(−0.038, 0.087 ps−1) is 29.8%.
In the previous publication [26], which was based on

a subset of this data sample, we constrained the strong
phases to those of B0

d → J/ψK∗ whereas this analysis
has a large enough data sample to reliably let them
float. Also, the previous publication did not have a large
enough data sample to allow for the measurement of a
significant level of KK S-wave, whereas it is measured
together with its relative phase in the current analysis.
The results supersede our previous measurements.
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FIG. 2. Projections for the decay time and transversity angle
distributions for events with m

B

in a ± 20 MeV range around
the B0

s

mass. The points are the data. The dashed, dotted
and solid lines represent the fitted contributions from signal,
background and their sum. The remaining curves correspond
to di↵erent contributions to the signal, namely the CP -even
P-wave (dashed with single dot), the CP -odd P-wave (dashed
with double dot) and the S-wave (dashed with triple dot).

The sensitivity to �

s

stems mainly from its appear-
ance as the amplitude of the sin(�m

s

t) term in Eq. 1,
which is diluted by the decay time resolution and mistag
probability. Systematic uncertainties from these sources
and from the mixing frequency are absorbed in the sta-
tistical uncertainties as explained above. Other system-
atic uncertainties are determined as follows, and added
in quadrature to give the values shown in Table I.

To test our understanding of the decay angle accep-
tance we compare the rapidity and momentum distribu-
tions of the kaons and muons of selected B

0
s

candidates
in data and simulated events. Only in the kaon momen-
tum distribution do we observe a significant discrepancy.
We reweight the simulated events to match the data, red-
erive the acceptance corrections and assign the resulting
di↵erence in the fit result as a systematic uncertainty.
This is the dominant contribution to the systematic un-
certainty on all parameters except �

s

. The limited size
of the simulated event sample leads to a small additional
uncertainty. The systematic uncertainty due to the back-
ground decay angle modelling was found to be negligible
by comparing with a fit where the background was re-
moved statistically using the sPlot method [16].

In the fit each |A
i

(0)|2 is constrained to be greater
than zero, while their sum is constrained to unity. This
can result in a bias if one or more of the amplitudes is
small. This is the case for the S-wave amplitude, which
is compatible with zero within 3.2 standard deviations.
The resulting biases on the |A

i

(0)|2 have been determined
using simulations to be less than 0.010 and are included
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Model prediction [3, 4].

as systematic uncertainties.
Finally, a systematic uncertainty of 0.008 ps�1 was as-

signed to the measurement of �
s

due to the uncertainty
in the decay time acceptance parameter �. Other sys-
tematic uncertainties, such as those from the momentum
scale and length scale of the detector, were found to be
negligible.
In summary, in a sample of 0.37 fb�1 of pp collisions

at
p
s = 7TeV collected with the LHCb detector we ob-

serve 8492 ± 97 B

0
s

! J/ K

+
K

� events with K

+
K

�

invariant mass within ± 12 MeV of the � mass. With
these data we perform the most precise measurements
of �

s

, ��
s

and �
s

in B

0
s

! J/ � decays, substantially
improving upon previous measurements [7] and provid-
ing the first direct evidence for a non-zero value of ��

s

.
Two solutions with equal likelihood are obtained, related
by the transformation (�

s

,��
s

) 7! (⇡��

s

,���
s

). The
solution with positive ��

s

is

�

s

= 0.15 ± 0.18 (stat) ± 0.06 (syst) rad,

�
s

= 0.657 ± 0.009 (stat) ± 0.008 (syst) ps�1
,

��
s

= 0.123 ± 0.029 (stat) ± 0.011 (syst) ps�1
,

and is in agreement with the Standard Model predic-
tion [3, 4]. Values of �

s

in the range 0.52 < �

s

< 2.62
and �2.93 < �

s

< �0.21 are excluded at 95% confi-
dence level. In a future publication we shall di↵erentiate
between the two solutions by exploiting the dependence
of the phase di↵erence between the P-wave and S-wave
contributions on the K

+
K

� invariant mass [14].
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Method to resolve the ambiguity    

K+K- P-wave: 
Phase of Breit-Wigner amplitude 
increases rapidly across φ(1020) 
mass region        

Phase difference between S- and P-wave amplitudes 
Decreases rapidly across φ(1020) mass region        

Resolution method: choose the solution with decreasing trend of 
δs- δP vs mKK in the φ(1020) mass region  

[Y. Xie et al., JHEP 09 (2009) 074]  

),,,,( 000|| δδδδδδφ −−−ΔΓ ⊥ sss ),,,,( 00||0 sss δδδδπδδφπ −−+−ΔΓ−− ⊥

Two-fold ambiguity  

K+K- S-wave:   
Phase of Flatté amplitude for f0(980)   
relatively flat (similar for non-resonance) 

11 
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Ambiguity resolved, ΔΓs >0  

contribution measured within ±12 MeV of the nominal
�(1020) mass is 0.042 ± 0.015 ± 0.018 [3]. (We adopt
units such that c = 1 and ~ = 1.) The S-wave fraction
depends on the mass range taken around the �(1020).
The result of Ref. [3] is consistent with the CDF limit on
the S-wave fraction of less than 6% at 95% CL (in the
range 1009–1028 MeV) [2], smaller than the DØ result of
(12 ± 3)% (in 1010–1030 MeV) [8], and consistent with
phenomenological expectations [9]. In order to apply the
ambiguity resolution method described above, the range
of m

KK

is extended to 988–1050 MeV. Figure 1 shows
the µ+µ�K+K� mass distribution where the mass of the
µ+µ� pair is constrained to the nominal J/ mass. We
perform an unbinned maximum likelihood fit to the in-
variant mass distribution of the selected B0

s

candidates.
The probability density function (PDF) for the signal
B0

s

invariant mass m
J/ KK

is modelled by two Gaus-
sian functions with a common mean. The fraction of
the wide Gaussian and its width relative to that of the
narrow Gaussian are fixed to values obtained from sim-
ulated events. A linear function describes the m

J/ KK

distribution of the background, which is dominated by
combinatorial background.

This analysis uses the sWeight technique [10] for back-
ground subtraction. The signal weight, denoted by
Ws(m

J/ KK

), is obtained using m
J/ KK

as the discrim-
inating variable. The correlations between m

J/ KK

and
other variables used in the analysis, including m

KK

, de-
cay time t and the angular variables ⌦ defined in Ref. [3],
are found to be negligible for both the signal and back-
ground components in the data. Figure 2 shows them

KK

distribution where the background is subtracted statisti-
cally using the sWeight technique. The range of m

KK

is divided into four intervals: 988–1008 MeV, 1008–1020
MeV, 1020–1032 MeV and 1032–1050 MeV. Table I gives
the number of B0

s

signal and background candidates in
each interval.

TABLE I. Numbers of signal and background events and
statistical power per signal event in four intervals of m

KK

.

k m
KK

interval (MeV) Nsig;k Nbkg;k Wp;k

1 988–1008 251± 21 1675± 43 0.700
2 1008–1020 4569± 70 2002± 49 0.952
3 1020–1032 3952± 66 2244± 51 0.938
4 1032–1050 726± 34 3442± 62 0.764

In this analysis we perform an unbinned maximum
likelihood fit to the data using the sFit method [11], an
extension of the sWeight technique, that simplifies fit-
ting in the presence of background. In this method it is
only necessary to model the signal PDF, as background
is cancelled statistically using the signal weights.

The parameters of the B0
s

! J/ K+K� decay time
distribution are estimated from a simultaneous fit to the
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FIG. 1. Invariant mass distribution for B0
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! µ+µ�K+K�

candidates with the mass of the µ+µ� pair constrained to the
nominal J/ mass. The result of the fit is shown with signal
(dashed curve) and combinatorial background (dotted curve)
components and their sum (solid curve).
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FIG. 2. Background subtracted K+K� invariant mass distri-
bution for B0
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! J/ K+K� candidates. The vertical dotted
lines separate the four intervals.

four intervals of m
KK

by maximizing the log-likelihood
function

lnL(⇥P,⇥S) =
4X

k=1

Wp;k

NkX

i=1

Ws(m
J/ KK;i)⇥

lnPsig(ti,⌦i

, q
i

,!
i

;⇥P,⇥S)

where N
k

= Nsig;k + Nbkg;k. ⇥P represents the physics
parameters independent of m

KK

, including �
s

, ��
s

and
the magnitudes and phases of the P-wave amplitudes.
Note that the P-wave amplitudes for di↵erent polariza-
tions share the same dependence on m

KK

. ⇥S denotes
the values of the m

KK

-dependent parameters averaged
over each interval, namely the average fraction of S-wave
contribution for the k-th interval, FS;k, and the aver-
age phase di↵erence between the S-wave amplitude and
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FIG. 3. Distribution of (a) K+K� S-wave signal events, and
(b) K+K� P-wave signal events, both in four invariant mass
intervals. In (b) the distribution of simulated B0

s

! J/ �
events in the four intervals assuming the same total number
of P-wave events is also shown (dashed). Note the interference
between the K+K� S-wave and P-wave amplitudes integrated
over the angular variables has vanishing contribution in these
distributions.

between the S-wave amplitude and the perpendicular P-
wave amplitude for the k-th interval, �S?;k. Psig is the
signal PDF of the decay time t, angular variables ⌦, ini-
tial flavour tag q and the mistag probability !. It is
based on the theoretical di↵erential decay rates [6] and
includes experimental e↵ects such as decay time resolu-
tion and acceptance, angular acceptance and imperfect
identification of the initial flavour of the B0

s

particle, as
described in Ref. [3]. The factors Wp;k account for loss of
statistical precision in parameter estimation due to back-
ground dilution and are necessary to obtain the correct
error coverage. Their values are given in Table I.

The fit results for �
s

, ��
s

, FS;k and �S?;k are given
in Table II. Figure 3 shows the estimated K+K� S-wave
and P-wave contributions in the fourm

KK

intervals. The
shape of the measured P-wave m

KK

distribution is in
good agreement with that of B0

s

! J/ � events sim-

TABLE II. Results from a simultaneous fit of the four
intervals of m

KK

, where the uncertainties are statistical
only. Only parameters which are needed for the ambiguity
resolution are shown.

Parameter Solution I Solution II

�
s

(rad) 0.167 ± 0.175 2.975 ± 0.175
�� ( ps�1) 0.120 ± 0.028 �0.120 ± 0.028
FS;1 0.283 ± 0.113 0.283 ± 0.113
FS;2 0.061 ± 0.022 0.061 ± 0.022
FS;3 0.044 ± 0.022 0.044 ± 0.022
FS;4 0.269 ± 0.067 0.269 ± 0.067
�S?;1 (rad) 2.68 +0.35

� 0.42 0.46 +0.42
� 0.35

�S?;2 (rad) 0.22 +0.15
� 0.13 2.92 +0.13

� 0.15

�S?;3 (rad) �0.11 +0.16
� 0.18 3.25 +0.18

� 0.16

�S?;4 (rad) �0.97 +0.28
� 0.43 4.11 +0.43

� 0.28

 (MeV)KKm
990 1000 1010 1020 1030 1040 1050

  
 (

ra
d

)
S

δ

-3

-2

-1

0

1

2

3

4

5

6

solution I

solution II

LHCb

FIG. 4. Measured phase di↵erences between S-wave and per-
pendicular P-wave amplitudes in four intervals of m

KK

for so-
lution I (blue full circles) and solution II (black full squares).
The asymmetric error bars correspond to � lnL = �0.5
(solid) and � lnL = �2 (dotted).

ulated using a spin-1 relativistic Breit-Wigner function
for the �(1020) amplitude. In Fig. 4, the phase di↵er-
ence between the S-wave and the perpendicular P-wave
amplitude is plotted in four m

KK

intervals for solution I
and solution II.
Figure 4 shows a clear decreasing trend of the phase

di↵erence between the S-wave and P-wave amplitudes in
the �(1020) mass region for solution I, as expected for
the physical solution. To estimate the significance of
the result we perform an unbinned maximum likelihood
fit to the data by parameterizing the phase di↵erence
�S?;k as a linear function of the average m

KK

value in
the k-th interval. This leads to a slope of �0.050+0.013

�0.020

rad/MeV for solution I and the opposite sign for solu-
tion II, where the uncertainties are statistical only. The
di↵erence of the lnL value between this fit and a fit in

3

LHCb-PAPER-2011-028,  
arXiv:1202.4717, accepted by PRL 

0.37 fb-1 

ΔΓs < 0 and φs ~ π excluded at 4.7σ CL 
True solution: ΔΓs > 0 and φs ~ 0.   
SM wins so far.  

Also top news at LHCb public page 
http://lhcb-public.web.cern.ch/lhcb-public/Welcome.html#phis-2 
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One solution left  
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Figure 10: Left: HFAG 2012 [88] combination of �cc̄s
s and ��s results; right: recent LHCb

update [91] of �cc̄s
s and ��s result from B0

s ! J/ � decays using 1 fb�1.

��SM
s = 0.087± 0.021 ps�1 [89]. LHCb recently updated the B0

s ! J/ � analysis using
the full data sample of 1 fb�1 collected before 2012. The new result is [91]

�cc̄s
s = �0.001± 0.101± 0.027 rad, ��s = 0.116± 0.018± 0.006 ps�1

This result can be seen in Fig. 10 (right).714

LHCb also studied B0
s ! J/ ⇡+⇡�. This decay process is supposed to proceed

dominantly via b ! ccs, therefore can be used to measure �cc̄s
s . The ⇡+⇡� mass range 775–

1550 MeV shown in Fig. 11 (left) is used for the measurement. Di↵erent from B0
s ! J/ �,

no angular analysis is needed to disentangle the CP eigenstates, since in a preceding
analysis [102] the final state is determined to be dominantly CP -odd in this range. On
the other hand, ��s cannot be determined in this decay channel alone. Using ��s

obtained in B0
s ! J/ �, the measurement from the analysis of B0

s ! J/ ⇡+⇡� with 1
fb�1 is [103]

�cc̄s
s = �0.019+0.173+0.004

�0.174�0.003 rad

Fig. 11 (right) shows the log-likelihood scan for the �cc̄s
s parameter. A joint fit of B0

s !
J/ ⇡+⇡� and B0

s ! J/ � events in 1 fb�1 provided an improved estimate [91]

�cc̄s
s = �0.002± 0.083± 0.027 rad

which agrees with the SM prediction.715

The LHCb B0
s ! J/ ⇡+⇡� and B0

s ! J/ � analyses discussed above only used716

opposite side flavour tagging. A future update of this measurement will also use the same717

side kaon tagging information. Currently, the systematic uncertainty is dominated by718

background and angular e�ciencies in the B0
s ! J/ � analysis. There are e↵orts to719

better understand and control these e↵ects. This will be very important since including720

2012 data, the statistical uncertainty of �cc̄s
s will be approaching the level of systematic721

uncertainty. In addition to B0
s ! J/ � and B0

s ! J/ ⇡+⇡� , other b ! ccs decay722

modes of B0
s , such as J/ ⌘, J/ ⌘0 and D+

s D
�
s , will also be investigated.723

30

LHCb has the best precision  
 
Consistent with SM, but still sizeable room for new physics in Bs mixing. 
Higher precision (particularly for  φs) required.  
 
CDF update with 9.6 fb-1 and  LHCb new result  with 1 fb-1 not included.  
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CDF preliminary update 

11000 signals 

  CDF Note 10778  

9.6 fb-1, 1.96 TeV pp collision 
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Figure 1. Mass distribution of our final dataset. Blue lines show the signal region, and red lines the sidebands.

I. INTRODUCTION

The understanding of CP violation in the B0
s sector is far from being established and still o↵ers room for possible

non-SM contributions, as possibly indicated by the anomaly in the dimuon charge asymmetry reported by the D0
Collaboration [2]. We present an update on the full Run II dataset of the measurement of the CP–violating phase

�J/ �
s in B0

s ! J/ (! µ+µ�)�(! K+K�) decays. The previous CDF measurement, based on 5.2 fb�1 of data, is in
agreement with the prediction from the CKM hierarchy [1]. The present measurement follows closely the techniques
and strategy of the previous tagged analysis [1] and is based on the full dataset collected by the CDF di-muon trigger
between February 2002 and September 2011. The reconstructed signal candidates are selected via an artificial neural
network (ANN). A fit to their time-evolution that uses information on production flavor, mass, decay time, and decay
angles determines the observables of interest. The only major di↵erence with respect to the previous iteration of
the analysis is the use of an updated calibration for the Opposite-Side-Tagging algorithm. The information from the
Same-Side-Kaon-Tagging is instead restricted to only half of the sample.

II. DATA SELECTION AND RECONSTRUCTION

The reconstruction begins with searching for J/ candidates by kinematically fitting to a common vertex the two
oppositely-charged muon candidates that fired the online di-muon trigger [3]. All pairs of oppositely-curved tracks
in the event (except the di-muons) are then fitted to a common vertex with kaon mass hypothesis for each. If their
kinematics is consistent with a � meson decay, the four tracks are combined in a kinematic fit to a common three-
dimensional decay point, constraining also the di-muon mass to the known J/ mass [4]. The surviving events are
then subjected to a loose initial selection to suppress background followed by an ANN selection, both of which are
described in [1]. The selection criteria have been optimized so as to minimize the expected average uncertainty on

the �J/ �
s measurement, as estimated by large ensembles of statistical trials.

Fig. 1. shows the resulting J/ K+K� mass distribution. A prominent B0
s!J/ � signal containing approximately

11 000 decays, centered at the nominal B0
s mass and about 9MeV/c2 wide, emerges from a smooth, approximately

uniformly distributed, background. The background is nearly saturated by the combinatorial component, which is
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Figure 7. Profile-likelihood ratio distribution with two degrees of freedom (�J/ �
s , ��s) observed in pseudoexperiments mim-

icking our data (a) and corresponding confidence regions (b) in the (�J/ �
s ,��s) plane. The 2D Likelihood contours have

been updated since the Winter 2012 conferences, using a finer binning and excluding failed fits from the computation of the
profile-likelihood ratios.

Gaussian. Hence, we provide measurements for the following quantities:

⌧(B0
s ) = 1.528± 0.019 (stat)± 0.009 (syst) ps,

��s = 0.068± 0.026 (stat)± 0.007 (syst) ps�1,

|A0(0)|2 = 0.512± 0.012 (stat)± 0.014 (syst),

|Ak(0)|2 = 0.229± 0.010 (stat)± 0.017 (syst),

�? = 2.79± 0.53 (stat)± 0.15 (syst) rad.

(1)

We do not quote a result for �k since the estimate of this parameter is approximately at the boundary (⇡ ⇡) resulting
in a irregular likelihood shape around the minimum. The correlation matrix for the main physical parameters of the
fit is presented in Table I.

��s ↵? ↵k �?

⌧(B0
s ) 0.52 -0.16 0.07 0.03

��s -0.17 0.06 -0.01

↵? -0.53 -0.01

↵k 0.05

Table I. Correlation coe�cients between physical parameters as estimated by the fit with �J/ �
s fixed to its SM value.

Systematic uncertainties are assigned for several e↵ects that are not accounted for in the likelihood fit. Such e↵ects
include potential mis-parameterization in the fit model, impact of particular assumptions in the fit model, and physical
e↵ects which are not well known or fully incorporated into the model. In most cases, systematic uncertainties are
evaluated by comparing fit results from ensembles of pseudoexperiments generated with the default model and with
a model varied according to the systematic e↵ect being investigated. Cross checks obtained by repeating the fit on
real data with the modified likelihood give consistent results. The systematic uncertainty deriving from imperfect
knowledge of the vertex detector alignment is assumed to be 2 µm for the lifetime, as established in previous CDF

= -φs /2  
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Gaussian. Hence, we provide measurements for the following quantities:

⌧(B0
s ) = 1.528± 0.019 (stat)± 0.009 (syst) ps,

��s = 0.068± 0.026 (stat)± 0.007 (syst) ps�1,

|A0(0)|2 = 0.512± 0.012 (stat)± 0.014 (syst),

|Ak(0)|2 = 0.229± 0.010 (stat)± 0.017 (syst),

�? = 2.79± 0.53 (stat)± 0.15 (syst) rad.

(1)

We do not quote a result for �k since the estimate of this parameter is approximately at the boundary (⇡ ⇡) resulting
in a irregular likelihood shape around the minimum. The correlation matrix for the main physical parameters of the
fit is presented in Table I.

��s ↵? ↵k �?

⌧(B0
s ) 0.52 -0.16 0.07 0.03

��s -0.17 0.06 -0.01

↵? -0.53 -0.01

↵k 0.05

Table I. Correlation coe�cients between physical parameters as estimated by the fit with �J/ �
s fixed to its SM value.

Systematic uncertainties are assigned for several e↵ects that are not accounted for in the likelihood fit. Such e↵ects
include potential mis-parameterization in the fit model, impact of particular assumptions in the fit model, and physical
e↵ects which are not well known or fully incorporated into the model. In most cases, systematic uncertainties are
evaluated by comparing fit results from ensembles of pseudoexperiments generated with the default model and with
a model varied according to the systematic e↵ect being investigated. Cross checks obtained by repeating the fit on
real data with the modified likelihood give consistent results. The systematic uncertainty deriving from imperfect
knowledge of the vertex detector alignment is assumed to be 2 µm for the lifetime, as established in previous CDF
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Figure 4. Proper decay time fit projections for all candidates (a), for sideband-subtracted signal (b), and for candidates in the
sideband regions (c). The pull distributions at the bottom show the di↵erence between data and fit value normalized to the

data uncertainty. These projections refer to the fit with �J/ �
s fixed at the value expected from the CKM hierarchy.

have statistical coverage close to nominal.
A similar coverage adjustment procedure is carried out to determine a one-dimensional confidence interval for

�J/ �
s . When determining the �J/ �

s confidence interval, ��s is randomized in the pseudoexperiment genera-
tion and treated as any other nuisance parameter. Fig. 8(a) shows the profile-likelihood ratio distribution ob-

served in pseudo experiments mimicking our data. The interval �J/ �
s 2 [�⇡/2,�1.51]

S
[�0.06, 0.30]

S
[1.26,⇡/2]

([�⇡/2,�1.36]
S
[�0.21, 0.53]

S
[1.04,⇡/2]) contains the true value of �J/ �

s at the 68% (95%) CL, as shown from the
profile-likelihood scan of Fig. 8(b).

Assuming the SM CKM hierarchy, the probability to observe a mixing phase as in our data or larger is p-value =

Opposite side tagging and  
same side tagging (first half of Run 
II data) 
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LHCb new analysis  
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Figure 1: Reconstructed invariant mass distribution of selected B0
s ! J/ � candidates. A

J/ mass constraint is applied in the vertex fit. The B0
s mass resolution is 6.0MeV/c2.

As in the previous analysis, in order to remove the majority of the prompt background
contribution, only events with decay time t > 0.3 ps are used. A total of about 21, 200
B0

s ! J/ � decays are left after the full selection. The remaining background in the
sample is of the order of a few percent. The invariant mass distribution of the selected
candidates is shown in Fig. 1. The CP violating phase �s is extracted from the data
with an unbinned maximum likelihood fit to the candidate invariant mass m, the decay
time t, the initial B0

s flavour d and the 4-body decay angles in the transversity frame
⌦ = {cos ✓,', cos }, defined in [17]. We determine several other physics parameters at the
same time, namely the decay width, �s, the decay width di↵erence between the heavy and
light B0

s mass eigenstate ��s, and the polarization amplitudes A0, A?, Ak of the K+K�

P-wave contribution and AS for the S-wave contribution. In the fit we parameterise the
four di↵erent amplitudes, Ai, by |Ai(0)|, the absolute value of the amplitude at time t = 0
and its phase �i and adopt the convention �0 = 0. We choose the following normalization:
|Ak(0)|2+ |A?(0)|2+ |A0(0)|2 = 1, and define the fraction of S-wave contribution FS to be:
FS = |AS(0)|2/(|A0(0)|2+|Ak(0)|2+|A?(0)|2+|AS(0)|2). The choice of the normalization is
di↵erent from the previous analysis. It has been chosen, such that the P-wave amplitudes
have the same value independently of the range of the K+K� invariant mass chosen.

The signal and background Probability Density Function (PDF) of the likelihood are
given in [15]. With the larger data set, we now fix the width and relative fraction of the
wider Gaussian for the double Gaussian signal mass shape based on data. Additionally
we use an event-by-event decay time resolution.

2

LHCb-CONF-2012-002 
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Figure 4: Decay time distribution of B0
s ! J/ � candidates with a true J/ ! µ+µ�. The

superimposed curve is the decay time model convolved with a double Gaussian resolution
model. The decay time model consists of a delta function for the prompt component and
two exponentials with di↵erent decay constants, one of which represents the B0

s ! J/ �
signal.

2.2 Decay time resolution

To account for the finite decay time resolution of the detector, all time dependent functions
in the PDF are convolved with a Gaussian distribution. The width of the Gaussian
is S�t · �t, where �t is the event-by-event decay time resolution, measured from the decay
vertex and decay length uncertainty. The scale factor S�t is determined by a weighted
unbinned maximum log likelihood fit to the J/ ! µ+µ� component of the prompt
background (Fig. 4). This component is isolated using sWeights determined from the J/ 
invariant mass distribution of our selected B0

s candidates. We translate the result to a
single Gaussian with the same e↵ective dilution to be used in the fit for �s. The scale factor
is found to be S�t = 1.45± 0.06, where the error accounts for both statistical uncertainty
and systematic uncertainty of potential phase space di↵erences of the prompt J/ ! µ+µ�

background and signal. This systematic uncertainty is derived from simulation. S�t is
allowed to vary within its uncertainty in the fit. The e↵ective (single Gaussian) decay
time resolution is approximately 45 fs.

2.3 Decay time acceptance

The triggers used in this analysis exploit the signature of J/ ! µ+µ� decays including
decay time biasing cuts to enrich the fraction of B events in the sample. To model the
impact of this selection on the decay time acceptance, events from a prescaled trigger line,
without lifetime biasing cuts are used. From this we obtain a non-parametric description
of the acceptance function, which is then used in the fit.

From simulation studies we also observe a shallow fall in acceptance at high decay
times, which is attributed to a reduction in track finding e�ciency for tracks originating

5

1 fb-1 @ 7 TeV in 2011 

Effective time resolution 45 
fs from prompt events  
c.f. oscillation period ~350 fs 



Flavour tagging 

•  Currently use OS, fully optimized and calibrated on data  
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Figure 2: Measured OS mistag fraction (!) as a function of estimated mistag probabil-
ity (⌘c) for background subtracted B+ ! J/ K+ candidates (left) and B0 ! J/ K⇤0

candidates (right). In each case, the solid (red) line represent the result of a linear fit to
the presented data set. In the right plot the calibration obtained from the B+! J/ K+

sample is superimposed as the shaded (blue) area, corresponding to a ±1� variation of
this calibration. The parameters of the fit to the B+! J/ K+ data are given in Table 1.

 cη 
0 0.1 0.2 0.3 0.4 0.5 0.6

Ev
en

ts
 / 

0.
00

6 

0

50

100

150

200

250

300

350

 0.00063±RMS =  0.07333 
 0.00089±Mean =  0.39090 

LHCb preliminary

Figure 3: Distribution of calibrated OS flavour tagger mistag probability for B0
s ! J/ �

signal candidates.

We use the measurement of the B0
s oscillation frequency �ms = 17.63± 0.11 ps�1 [19]

and allow it to vary in the fit within its uncertainty.

4

Effective tagging efficiency 
(2.29 ±0.07 ±0.26)%  

mistag probability calibration  
with B+ → J/ψK+ 
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Flavour tagging performance      

Tagger Tag eff. mistag ε(1�2ω)2  

Opposite side  45% 36.5% 3.3% 

+ same side 56% 33.3% 6.2% 

 φs is obtained from time distributions of Bs (Bs) to CP eigenstates  

± 
+ for Bs -  for Bs 
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Fit projection 
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Figure 6: Data points overlaid with fit projections for the decay time and transversity
angle distributions in a mass range of ± 20 MeV/c2 around the reconstructed B0

s mass.
The decay time acceptances applied to the signal component are analogously applied to
the background decay time distributions. The total fit result is represented by the black
line. The signal component is represented by the solid blue line; the dashed and dotted
blue lines show the CP -odd and CP -even signal components respectively. The S-wave
component is represented by the solid pink line. The background component is given by
the red line.
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Different CP eigenstates are statistically separated in 
maximum likelihood fit using angular information 	


S-wave (odd) 
CP-odd 

CP-even 



LHCb preliminary result 
Parameter Value Stat. Syst.

�s [ps�1] 0.6580 0.0054 0.0066
��s [ps�1] 0.116 0.018 0.006
|A?(0)|2 0.246 0.010 0.013
|A0(0)|2 0.523 0.007 0.024

FS 0.022 0.012 0.007
�? [rad] 2.90 0.36 0.07
�k [rad] [2.81, 3.47] 0.13
�s [rad] 2.90 0.36 0.08
�s [rad] -0.001 0.101 0.027

Table 2: Results for the physics parameters and their statistical and systematic uncer-
tainties. We quote a 68% C.L. interval for �k, as described in the text.

�s ��s |A?|2 |A0|2 �s

�s 1.00 �0.38 0.39 0.20 �0.01
��s 1.00 �0.67 0.63 �0.01

|A?(0)|2 1.00 �0.53 �0.01
|A0(0)|2 1.00 �0.02

�s 1.00

Table 3: Correlation matrix for the statistical uncertainties on �s, ��s, |A?(0)|2, |A0(0)|2
and �s.

An exception holds for the strong phase �k as its central value is close to (and
just above) ⇡ which means that it is almost degenerate with the ambiguous solu-
tion at �k ! ��k (+2⇡) which, therefore, appears symmetrically just below ⇡. The
68% C.L encompasses both minima, and we quote the symmetric 68% C.L. interval
�k 2 [2.81, 3.47] rad (statistical only).

The results for �s and ��s are in good agreement with the Standard Model predic-
tions [7]. Note that the strong phases are all consistent with zero or ⇡ radians.

The systematic uncertainties quoted in Table 2 account for uncertainties that are
not directly treated in the maximum likelihood fit. Table 3 shows the correlation matrix
between the decay widths, angular amplitudes and �s. A breakdown of the systematic un-
certainty is given in Table 4. The uncertainty on �s is dominated by imperfect knowledge
of the angular acceptances and neglecting potential contributions of direct CP -violation
(CPV). The latter was evaluated based on simulation studies which assume the CPV
parameter |�|2 = 0.95 and |�|2 = 1.05 in the simulation and no CPV (|�|2 = 1) in the fit.
The size of |�|2 used in this study has been motivated by a fit where |�| is left as a free
parameter. The uncertainties treated directly in the likelihood fit are the uncertainties

7

LHCb-CONF-2012-002 
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Source of systematics on φs: 
•  direct CPV ignored in fit 
•  angular efficiency model 
•  background model 
Improvement under investigation 
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Implications   
•  Model independent analysis of NP in Bs mixing 
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In 20101 new physics in B-mixing could very well accommodate the different deviations from
the SM expectations, seen at that time. This is not the case anymore in 201219. There is now
a tension between the direct determination of φs and the di-muon asymmetry.
In the Bd-system, new physics in M12,d can resolve the discrepancy between B → τν and direct
determinations of sin 2β. In the Bs-system everything looks SM-like although still sizable values
for φ∆s are possible. Just recently a second (symmetric) solution in the complex ∆s-plane was

excluded99. We also would like to note that in 19 no tension is found for εK .
To improve further the bounds on the complex ∆q-planes, more precise data are necessary.

5 New Physics in Γ12

The theory expression for the di-muon asymmetry can be written in the following way

Asl = (0.594 ± 0.022)(5.4 ± 1.0) · 10−3 sin(φ
SM
d + φ∆d )

|∆d|

+(0.406 ± 0.022)(5.0 ± 1.1) · 10−3 sin(φ
SM
s + φ∆s )

|∆s|
. (61)

Since ∆s and ∆d are bounded from measurements of the mass differences to be close to one and
the sine can be at most one, there exists a theoretical upper limit for the di-muon asymmetry.
We use here the fit values of ∆q from19 to obtain the following upper bounds:

Asl ≤






−1.7 · 10−3 : 1σ for |∆q|, 1σ for φ∆q ,
−2.8 · 10−3 : 3σ for |∆q|, 3σ for φ∆q ,
−7.5 · 10−3 : 3σ for |∆q|, set sine to 1.

(62)

For the first number the four parameters of ∆q (q=s,d) have been chosen to take the value,

which gives the largest di-muon asymmetry, within the allowed 1σ range of the fit in 19 , for
the second number, the 3σ range has been chosen, while for the third number the sine has been
set to one by hand. The last number is purely hypothetical, because such a large value of the
mixing phase is in contrast to experimental investigations of e.g. Bs → J/ψφ j. The above

jThis also holds, if one takes into account large new physics penguin contributions to the decay b → cc̄s, which
could lead to a certain extent to a cancellation between the penguin phase and φ∆

q . See the discussion in the next
section.

[Lenz et al., arXiv:1203.0238] 

•  Bs mixing is SM-like  
•  ~30% new physics contribution 

in Bs mixing still allowed at 3σ	

•  Probing NP at this level requires 

–  improving precision of  φs 

–  reducing theory uncertainty in SM 
prediction of ΔMs  

–  new measurement of as
fs   

LHCb φs 

Major constraints on NP in M12 
come from ΔMs and φs 

CDF& LHCb ΔMs 

Anomaly with D0 dimuon asymmetry 

M12
s = M12

SM ,s Δs
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Conclusions and outlook 

•  Study of  CPV in Bs → J/ψφ advanced greatly 
•  LHCb new preliminary result consistent with the SM 
–  φs = -0.001 ± 0.101 ± 0.027 rad 
–  ΔΓs = 0.116 ± 0.018 ± 0.006 ps-1 

•  Constraint on NP in Bs mixing significantly improved  
•  Quest for subleading level NP in Bs mixing requires 

higher precision and complementary measurements  
•  LHCb prospects  

–  5fb-1 before 2018: σ(φs) ~ 0.025 rad in Bs → J/ψφ 
–  LHCb upgrade:  σ(φs) ~ 0.008 rad  in Bs → J/ψφ	

–  More b→ccs modes (see L. Zhang’s talk) and afs

s 
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Backup slides   
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CPV and Baryogenesis 

 baryon baryon baryon 10
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The source of current matter domination over antimatter is unknown.  
CPV is one of the three necessary conditions (Sacharow 1967) 

The unique source of CPV in Standard Model is a 
single phase in the CKM matrix 


































































b
s
d

V
b
s
d

VVV
VVV
VVV

b'
s'
d'

CKM

tbtstd

cbcscd

ubusud
ˆ

CPV predicted in SM gives Δnbaryon/nγ ~O(10-20). It is 1010 too small. 
There must be come other CPV beyond SM  
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LHCb detector  
LHCb is a single arm forward spectrometer: 1.9 < η < 4.9 
Dedicated for study  of CP violation and  rare B decays: 
all B species; large B cross section; efficient, flexible trigger 

Features: 
 
Precise and robust vertexing 
and tracking  
 
Good  particle identification 
(hadron, muon, electron, photon)  

About 1 fb-1 collected at 7 TeV in 2011 run 
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Separating CP eigenstates  
Different CP eigenstates are statistically separated in maximum 
likelihood fit using angular information 	


Angular efficiency accounted for in fit according to full Monte 
Carlo simulation  
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Figure 6: Data points overlaid with fit projections for the decay time and transversity
angle distributions in a mass range of ± 20 MeV/c2 around the reconstructed B0

s mass.
The decay time acceptances applied to the signal component are analogously applied to
the background decay time distributions. The total fit result is represented by the black
line. The signal component is represented by the solid blue line; the dashed and dotted
blue lines show the CP -odd and CP -even signal components respectively. The S-wave
component is represented by the solid pink line. The background component is given by
the red line.
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S-wave (odd) 
CP-odd 

CP-even 
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Time evolution for refernece  
Major source of  
sensitivity to φs  
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Systematic uncertainties   

Source �s ��s A2
? A2

0 FS �k �? �s �s

[ps�1] [ps�1] [rad] [rad] [rad] [rad]
Description of background 0.0010 0.004 - 0.002 0.005 0.04 0.04 0.06 0.011
Angular acceptances 0.0018 0.002 0.012 0.024 0.005 0.12 0.06 0.05 0.012
t acceptance model 0.0062 0.002 0.001 0.001 - - - - -
z and momentum scale 0.0009 - - - - - - - -
Production asymmetry (± 10%) 0.0002 0.002 - - - - - - 0.008
CPV mixing & decay (± 5%) 0.0003 0.002 - - - - - - 0.020
Fit bias - 0.001 0.003 - 0.001 0.02 0.02 0.01 0.005
Quadratic sum 0.0066 0.006 0.013 0.024 0.007 0.13 0.07 0.08 0.027

Table 4: Breakdown and summary of systematic uncertainties for each physics parameter
extracted from the unbinned log-likelihood fit.

on the tagging calibration parameters, on the �ms value used as input and on the decay
time resolution. Their total contribution to the statistical uncertainties on �s is below
5%, as evaluated by running the fit twice, once with fixed values of these parameters and
another where they are varied by ±1�.

Figure 6 shows the projection of the fitted PDF on the decay time and the transversity
angle distributions for candidates with an invariant mass within ± 20 MeV/c2 around the
nominal B0

s mass. Figure 7 shows the 68.3%, 90% and 95% profile likelihood confidence
level contours in the �s ���s plane. The coverage of the likelihood contours was inves-
tigated using the Feldman-Cousins method [20]. The study indicates an underestimation
of the statistical error of at most 5%. However, this undercoverage may in fact be due
to a residual component of failed anomalous fits. The quoted statistical uncertainties or
confidence contours are not corrected for this e↵ect.

From the unbinned likelihood fit to the angles and decay time distribution we measure
the fraction of non-resonant K+K� S-wave of FS = 0.022± 0.012± 0.007 in a window of
± 12 MeV/c2 around the � mass.

To illustrate our potential to resolve the B0
s � B0

s mixing frequency �ms with this
data, we perform a fit for �ms without applying the constraint described earlier. We
find the most likely value to be �ms = 17.50 ± 0.13 ps�1, which is consistent with the
published LHCb value [19]. The profile likelihood is shown in Fig. 8.

An independent analysis of 7421 B0
s ! J/ ⇡⇡ signal candidates finds �s = �0.02 ±

0.17 ± 0.02 rad [21]. The two datasets are combined in a simultaneous fit resulting in
�s = �0.002±0.083±0.027 rad. As a cross-check, we obtain a similar result when simply
performing the näıve weighted average of the individual measurements.

8

LHCb-CONF-2012-002 

Systematics under control.  
Improvement under way: better treatment of background 
and nuisance asymmetries.  
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as
fs: awaiting LHCb to clarify  

•  If as
fs =|Γ12/M12|sinφ ≠0:  Bs mass eigenstate ≠ CP eigenstate 

•  SM: φ = 0.22±0.06°,  as
fs = (0.29 ±0.09)×10-4 

•  Mainly affected by NP in M12 (go away) 
    φ = φSM + arg(M12/M12

SM)  – arg(Γ12/Γ12
SM)  	


 

•  As
fs measured in Bs → Ds

-µ+X  
 
 

[D0, PRD82 (2010) 012003] a
fs

s = −17± 91−15
+14( )×10−4

•  Anomalous same-sign dimuon asymmetry   
[D0, PRD84 (2011) 052007] 
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Figure 11: Figures from Ref. [103]. Left: ⇡+⇡� mass distribution of selected B0
s !

J/ ⇡+⇡� candidates and range used for the �cc̄s
s measurement; right: log-likelihood dif-

ference as a function �cc̄s
s .

The SM prediction �cc̄s
s = �0.036 ± 0.002 rad could receive a small correction from724

doubly CKM-suppressed penguin contribution in the decay, leading to a small but non-725

zero bias between the measurement and prediction of �cc̄s
s , which is beleived to be nega-726

tive [104]. Control of the penguin induced bias will be discussed in Sec. 3.2.4. Moreover,727

new physics in the b ! ccs decay has been neglected. New physics in the decay can lead728

to sizeable polarisation-dependent mixing-induced CP asymmetries and triple product729

asymmetries in B0
s ! J/ � [105]. Such e↵ects will be measured in future analyses.730

D0 performed a direct measurement of asfs in semileptonic B0
s decays: asfs = (�17 ±

91+14
�15)

�4 [93], which is very weakly constraining. The much more precise measurement of
the same-sign dimuon asymmetry by the D0 experiment [94]

Ab
SL ⇡ 0.6adfs + 0.4asfs = (�78.7± 17.1± 9.3)⇥ 10�4

shows a large deviation from its SM prediction [89] (Ab
SL)

SM = (�2.0 ± 0.3) ⇥ 10�4. As731

will be discussed in Sec. 3.2.3, this is in tension with other �B = 2 observables in the732

natural scenario that new physics only a↵ects M q
12. An improved measurement of asfs will733

be helpful to solve this puzzle.734

In LHCb the asymmetry between the time-integrated untagged decay rates of B0
s to735

D+
s µ

�X andD�
s µ

+X will be measured and detector induced asymmetry will be calibrated736

in control channels. The e↵ect of B0
s production asymmetry is cancelled due to the fast737

oscillation, and the resulting asymmetry is asfs. It is also possible to measure adfs using738

D+µ�X final states with D+ ! K�⇡+⇡+. Extra care must be taken to calibrate the739

di↵erence between K+ and K� detection e�ciencies and an independent measurement740

of the B0 and B0 production asymmetry needs to be done. In both cases, the magnet741

polarity needs to be regularly flipped in order to minimise the e↵ects of detector induced742

asymmetries. These are very complicated analyses and a lot of e↵orts and progresses have743

been made at LHCb, with the aim to produce the first results in the near future.744

31

c.f. SM: Ab
SL = (-2.3±0.3)×10-4 

•  LHCb measurement of as
fs in untagged  

Bs → Ds
-µ+X in progress 

[Lenz, Nierste, arXiv1102.4274] 
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LHCb publication  
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FIG. 2. Projections for the decay time and transversity angle
distributions for events with m

B

in a ± 20 MeV range around
the B0

s

mass. The points are the data. The dashed, dotted
and solid lines represent the fitted contributions from signal,
background and their sum. The remaining curves correspond
to di↵erent contributions to the signal, namely the CP -even
P-wave (dashed with single dot), the CP -odd P-wave (dashed
with double dot) and the S-wave (dashed with triple dot).

The sensitivity to �

s

stems mainly from its appear-
ance as the amplitude of the sin(�m

s

t) term in Eq. 1,
which is diluted by the decay time resolution and mistag
probability. Systematic uncertainties from these sources
and from the mixing frequency are absorbed in the sta-
tistical uncertainties as explained above. Other system-
atic uncertainties are determined as follows, and added
in quadrature to give the values shown in Table I.

To test our understanding of the decay angle accep-
tance we compare the rapidity and momentum distribu-
tions of the kaons and muons of selected B

0
s

candidates
in data and simulated events. Only in the kaon momen-
tum distribution do we observe a significant discrepancy.
We reweight the simulated events to match the data, red-
erive the acceptance corrections and assign the resulting
di↵erence in the fit result as a systematic uncertainty.
This is the dominant contribution to the systematic un-
certainty on all parameters except �

s

. The limited size
of the simulated event sample leads to a small additional
uncertainty. The systematic uncertainty due to the back-
ground decay angle modelling was found to be negligible
by comparing with a fit where the background was re-
moved statistically using the sPlot method [16].

In the fit each |A
i

(0)|2 is constrained to be greater
than zero, while their sum is constrained to unity. This
can result in a bias if one or more of the amplitudes is
small. This is the case for the S-wave amplitude, which
is compatible with zero within 3.2 standard deviations.
The resulting biases on the |A

i

(0)|2 have been determined
using simulations to be less than 0.010 and are included
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FIG. 3. Likelihood confidence regions in the ��
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plane.
The black square and error bar corresponds to the Standard
Model prediction [3, 4].

as systematic uncertainties.
Finally, a systematic uncertainty of 0.008 ps�1 was as-

signed to the measurement of �
s

due to the uncertainty
in the decay time acceptance parameter �. Other sys-
tematic uncertainties, such as those from the momentum
scale and length scale of the detector, were found to be
negligible.
In summary, in a sample of 0.37 fb�1 of pp collisions

at
p
s = 7TeV collected with the LHCb detector we ob-

serve 8492 ± 97 B

0
s

! J/ K

+
K

� events with K

+
K

�

invariant mass within ± 12 MeV of the � mass. With
these data we perform the most precise measurements
of �

s

, ��
s

and �
s

in B

0
s

! J/ � decays, substantially
improving upon previous measurements [7] and provid-
ing the first direct evidence for a non-zero value of ��

s

.
Two solutions with equal likelihood are obtained, related
by the transformation (�

s

,��
s

) 7! (⇡��

s

,���
s

). The
solution with positive ��

s

is

�

s

= 0.15 ± 0.18 (stat) ± 0.06 (syst) rad,

�
s

= 0.657 ± 0.009 (stat) ± 0.008 (syst) ps�1
,

��
s

= 0.123 ± 0.029 (stat) ± 0.011 (syst) ps�1
,

and is in agreement with the Standard Model predic-
tion [3, 4]. Values of �

s

in the range 0.52 < �

s

< 2.62
and �2.93 < �

s

< �0.21 are excluded at 95% confi-
dence level. In a future publication we shall di↵erentiate
between the two solutions by exploiting the dependence
of the phase di↵erence between the P-wave and S-wave
contributions on the K

+
K

� invariant mass [14].
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FIG. 1. Invariant mass distribution for B0
s

! µ+µ�K+K�

candidates with the mass of the µ+µ� pair constrained to
the nominal J/ mass. Curves for fitted contributions from
signal (dashed), background (dotted) and their sum (solid)
are overlaid.

between the K

� momentum and the J/ momentum in
the rest frame of the �.

We perform an unbinned maximum likelihood fit to the
invariant mass m

B

, the decay time t, and the three decay
angles ⌦. The probability density function (PDF) used
in the fit consists of signal and background components
which include detector resolution and acceptance e↵ects.
The PDFs are factorised into separate components for
the mass and for the remaining observables.

The signal m
B

distribution is described by two Gaus-
sian functions with a common mean. The mean and
width of the narrow Gaussian are fit parameters. The

fraction of the second Gaussian and its width relative to
the narrow Gaussian are fixed to values obtained from
simulated events. The m

B

distribution for the combina-
torial background is described by an exponential func-
tion with a slope determined by the fit. Possible peaking
background from decays with similar final states such as
B

0 ! J/ K

⇤0 is found to be negligible from studies
using simulated events.
The distribution of the signal decay time and angles

is described by a sum of ten terms, corresponding to the
four polarization amplitudes and their interference terms.
Each of these is the product of a time-dependent function
and an angular function [12]

d4�(B0
s

! J/ �)

dt d⌦
/

10X

k=1

h

k

(t) f
k

(⌦) . (1)

The time-dependent functions h
k

(t) can be written as

h

k

(t) = N

k

e

��st [c
k

cos(�m

s

t) + d

k

sin(�m

s

t)

+a

k

cosh
�
1
2��

s

t

�
+ b

k

sinh
�
1
2��

s

t

�⇤
. (2)

where �m

s

is the B

0
s

oscillation frequency. The coe�-
cients N

k

and a

k

, . . . , d

k

can be expressed in terms of �
s

and four complex transversity amplitudes A

i

at t = 0.
The label i takes the values {?, k, 0} for the three P-
wave amplitudes and S for the S-wave amplitude. In the
fit we parameterize each A

i

(0) by its magnitude squared
|A

i

(0)|2 and its phase �
i

, and adopt the convention �0 = 0
and

P
|A

i

(0)|2 = 1. For a particle produced in a B

0
s

flavour eigenstate the coe�cients in Eq. 2 and the angu-
lar functions f

k

(⌦) are then, see [13, 14], given by

k f

k

(✓, ,') N

k

a

k

b

k

c

k

d

k

1 2 cos2  
�
1� sin2 ✓ cos2 �

�
|A0(0)|2 1 � cos�

s

0 sin�
s

2 sin2  
�
1� sin2 ✓ sin2 �

�
|Ak(0)|2 1 � cos�

s

0 sin�
s

3 sin2  sin2 ✓ |A?(0)|2 1 cos�
s

0 � sin�
s

4 � sin2  sin 2✓ sin� |Ak(0)A?(0)| 0 � cos(�? � �k) sin�s sin(�? � �k) � cos(�? � �k) cos�s
5 1

2

p
2 sin 2 sin2 ✓ sin 2� |A0(0)Ak(0)| cos(�k � �0) � cos(�k � �0) cos�s 0 cos(�k � �0) sin�s

6 1
2

p
2 sin 2 sin 2✓ cos� |A0(0)A?(0)| 0 � cos(�? � �0) sin�s sin(�? � �0) � cos(�? � �0) cos�s

7 2
3 (1� sin2 ✓ cos2 �) |AS(0)|2 1 cos�

s

0 � sin�
s

8 1
3

p
6 sin sin2 ✓ sin 2� |AS(0)Ak(0)| 0 � sin(�k � �S) sin�s cos(�k � �S) � sin(�k � �S) cos�s

9 1
3

p
6 sin sin 2✓ cos� |AS(0)A?(0)| sin(�? � �S) sin(�? � �S) cos�s 0 � sin(�? � �S) sin�s

10 4
3

p
3 cos (1� sin2 ✓ cos2 �) |AS(0)A0(0)| 0 � sin(�0 � �S) sin�s cos(�0 � �S) � sin(�0 � �S) cos�s

We neglect CP violation in mixing and in the decay
amplitudes. The di↵erential decay rates for a B

0
s

meson
produced at time t = 0 are obtained by changing the
sign of �

s

, A?(0) and AS(0), or, equivalently, the sign

of c
k

and d

k

in the expressions above. The PDF is in-
variant under the transformation (�

s

,��
s

, �k, �?, �S) 7!
(⇡ � �

s

,���
s

,��k,⇡ � �?,��S) which gives rise to a
two-fold ambiguity in the results.
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FIG. 5. J/ψK+K− invariant mass distribution with a cut of 0.2 on the ANN discriminant (left) and in addition with a lifetime
requirement ct > 60 µm on the B0

s candidate (right). The areas with vertical (horizontal) lines indicate the signal (sideband)
regions used in Sec. VI.
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FIG. 6. (color online). K+K− invariant mass distribution
with combinatorial background, B0 reflection, and potential
S-wave contribution.
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FIG. 7. Illustration of b quark fragmentation into B̄0
s meson.

also include the decay mode B0
s → D−

s π
+π+π−, with

D−
s → φπ− and φ→ K+K− (1850 events). To illustrate

this sample of B0
s candidates, the left-hand side of Fig. 8

shows the invariant mass of B0
s → D−

s π
+ candidates with

D−
s → φπ− including background contributions.
The calibration of the SSKT is achieved via an ampli-

tude scan of the mixing frequency ∆ms. The probability
for observing a B0

s meson in a B0
s or B̄0

s flavor eigenstate
as a function of time is

P (t)B0
s ,B̄

0
s
∝ 1±ADp cos∆mst, (10)

where Dp is the event by event predicted dilution and
A is a Fourier-like coefficient called “amplitude”. The
amplitude scan consists of a series of steps in which the
mixing frequency∆ms is fixed at values between zero and
30 ps−1. At each step, the likelihood function based on
the above probability density function, is maximized and
the best fit value of the amplitude parameter is deter-
mined. Whenever the mixing frequency is fixed to values
far from the true mixing frequency, the best fit value of
the amplitude parameter is consistent with zero. On the
contrary, when values of∆ms close to the true B0

s mixing
frequency are probed, the best fit value of the amplitude
parameter is inconsistent with zero. If the dilution Dp,
which is predicted on an event-by-event basis by the tag-
ging algorithms, is correct, the amplitude A will be close
to unity at the true value of ∆ms. Deviations from unity
indicate that the predicted dilution has to be re-scaled
by the actual value of the amplitude parameter at the
amplitude maximum. This value of A is also called the
dilution scale factor SD. If the dilution scale factor is
larger (smaller) than unity, the tagging algorithm under
(over) estimates the predicted dilution. Multiplying the
predicted SSKT dilution by SD will then provide on av-
erage the correct event-by-event dilution.
The result of the ∆ms amplitude scan is shown in

Fig. 8. Maximizing the likelihood as a function of ∆ms
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FIG. 17. (color online). Left: Confidence regions in βJ/ψφ
s -∆Γs plane for the fit including flavor tagging information before

(dashed) and after (solid) performing the coverage adjustment. Right: Comparison of including (solid) and not including
(dashed) the S-wave contribution in the likelihood fit.

C.L. range is between the points of intersection of the
profile-likelihood scan curve and a horizontal line which
is one unit (four units) above the global minimum. In
our case after coverage adjustment the solid (blue) and

dot-dashed (red) horizontal lines which indicate the 68%
and 95% C.L. ranges are at 2.74 and 7.11 units above the
global minimum, respectively. We obtain

βJ/ψφ
s ∈ [0.02, 0.52]∪ [1.08, 1.55] at 68% confidence level,

∈ [−π/2,−1.46]∪ [−0.11, 0.65]∪ [0.91,π/2] at 95% confidence level.

We find the standard model p-value for βJ/ψφ
s to be 0.30

corresponding to about one Gaussian standard deviation
from the SM expectation as is also evidenced in Fig. 16.

In comparison with the recent measurement of βJ/ψφ
s

from the D0 collaboration using a data sample based on
8 fb−1 of integrated luminosity [19], we find a similar

region to constrain βJ/ψφ
s at the 68% C.L. and obtain

a similar p-value for comparison with the SM expecta-

tion. However, our result constrains βJ/ψφ
s to a narrower

region at the 95% confidence level.

In addition, we quote a confidence interval for the
S-wave fraction after performing a likelihood scan for
fSW as shown in Fig. 19. We also show a quadratic
fit overlaid indicating the parabolic shape of the likeli-
hood around the minimum which we integrate to cal-
culate upper limits on the S-wave fraction. The up-
per limit on the S-wave fraction over the mass interval
1.009 < m(K+K−) < 1.028 GeV/c2 corresponding to
the selected K+K− signal region is 4% of the total signal

at the 68% confidence level, and fSW < 6% at 95% C.L.
Since the analysis is limited to events in a narrowK+K−

mass range around the φ signal, the observed S-wave
fraction is small and its effect on the observables quoted
in this analysis is minor. We verified with pseudoexperi-
ments that a sizeable amount of S-wave would affect the
measured value of βJ/ψφ

s . In contrast to our result, the
recent D0 publication [19] quotes a sizeable fraction of
17.3±3.6% for the S-wave fraction over almost the same
K+K− mass range. We also perform a likelihood scan
to determine the associated S-wave phase, but, as ex-
pected from simulated experiments, we find that we are
not sensitive to δSW with the current data sample size.
Finally, we perform a flavor tagged analysis with ∆Γs

Gaussian constrained to the theoretical prediction of
2 |Γs

12| = (0.090± 0.024) ps−1 [9]. Under this constraint,

βJ/ψφ
s is found in the range [0.05, 0.40] ∪ [1.17, 1.49] at

the 68% confidence level, and within [−π/2,−1.51] ∪
[−0.07, 0.54]∪ [1.03,π/2] at 95% C.L. as shown in Fig. 18
on the right-hand side. The p-value for the SM expected

= -φs /2  

5.2fb-1, 1.96 TeV pp collision 
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τ s = 1.444+0.041
−0.033 ps,

∆Γs = 0.179+0.059
−0.060 ps−1,

φJ/ψφs = −0.56+0.36
−0.32,

|A0|2 = 0.565± 0.017,

|A‖|2 = 0.249+0.021
−0.022,

δ‖ = 3.15± 0.19,

cos(δ⊥ − δs) = −0.20+0.26
−0.27,

FS = 0.173± 0.036.
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FIG. 13: (color online). Two-dimensional 68%, 90% and and
95% credible regions for (a) the BDT selection and (b) the
Square-cuts sample. The standard model expectation is indi-
cated as a point with an error.

To obtain the final credible intervals for physics pa-
rameters, we combine all eight MCMC chains, effectively
averaging the probability density functions of the results
of the fits to the BDT- and Square-cuts samples. Fig-
ure 14 shows 68%, 90% and 95% credible regions in the

(φJ/ψφs ,∆Γs) plane. The p-value for the SM point [47]

(φJ/ψφs ,∆Γs) = (−0.038, 0.087 ps−1) is 29.8%. The
one-dimensional 68% credible intervals are listed in Sec-
tion VIII below.

SM p-value = 29.8%
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FIG. 14: (color online). Two-dimensional 68%, 90% and 95%
credible regions including systematic uncertainties. The stan-
dard model expectation is indicated as a point with an error.

VIII. SUMMARY AND DISCUSSION

We have presented a time-dependent angular analysis
of the decay process B0

s → J/ψφ. We measure B0
s mixing

parameters, average lifetime, and decay amplitudes. In
addition, we measure the amplitudes and phases of the
polarization amplitudes. We also measure the level of
the KK S-wave contamination in the mass range (1.01 –
1.03) GeV, FS . The measured values and the 68% credi-
ble intervals, including systematic uncertainties, with the
oscillation frequency constrained to ∆Ms = 17.77± 0.12
ps−1, are:

τ s = 1.443+0.038
−0.035 ps,

∆Γs = 0.163+0.065
−0.064 ps−1,

φJ/ψφs = −0.55+0.38
−0.36,

|A0|2 = 0.558+0.017
−0.019,

|A‖|2 = 0.231+0.024
−0.030,

δ‖ = 3.15± 0.22,

cos(δ⊥ − δs) = −0.11+0.27
−0.25.

FS = 0.173± 0.036,

(13)

The p-value for the SM point (φJ/ψφs ,∆Γs) =
(−0.038, 0.087 ps−1) is 29.8%.
In the previous publication [26], which was based on

a subset of this data sample, we constrained the strong
phases to those of B0

d → J/ψK∗ whereas this analysis
has a large enough data sample to reliably let them
float. Also, the previous publication did not have a large
enough data sample to allow for the measurement of a
significant level of KK S-wave, whereas it is measured
together with its relative phase in the current analysis.
The results supersede our previous measurements.
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FIG. 6: (color online). The distribution of the uncertainty in
the decay time for the signal, MC (squares) and background-
subtracted data (crosses). The blue curve is the sum of five
Gaussian functions fitted to the MC distribution. The two
red lines are variations of the default function used in the
studies of systematic effects.

as the same resolution function used in the signal decay
time, and a non-prompt component. The non-prompt
component is modeled as a superposition of one expo-
nential decay for t < 0 and two exponential decays for
t > 0, with free slopes and normalizations. The lifetime
resolution is modeled by an exponential convoluted with
a Gaussian function, with two separate parameters for
prompt and non-prompt background. To allow for the
possibility of the lifetime uncertainty to be systemati-
cally underestimated, we introduce a free scale factor.
The mass distributions of the two components of back-

ground are parametrized by low-order polynomials: a lin-
ear function for the prompt background and a quadratic
function for the non-prompt background. The angular
distribution of background is parametrized by Legendre
and real harmonics expansion coefficients. A separate set
of expansion coefficients cklm and cklm, with k = 0 or 2 and
l = 0, 1, 2, is used for the prompt and non-prompt back-

ground. A preliminary fit is first performed with all 17

parameters c(P )k
lm for prompt and 17 parameters c(NP )k

lm
for non-prompt allowed to vary. In subsequent fits those
that converge at values within two standard deviations
of zero are set to zero. Nine free parameters remain, five

for non-prompt background: c(NP )0
1−1, c

(NP )0
20, c

(NP )0
22,

c(NP )2
00, and c(NP )2

22, and four for prompt background:

c(P )0
1−1, c(P )0

20, c(P )0
22, and c(P )2

2−1. All background
parameters described above are varied simultaneously
with physics parameters. In total, there are 36 param-
eters used in the fit. In addition to the nine physics
parameters defined in Table II, they are: signal yield,
mean mass and width, non-prompt background contri-
bution, six non-prompt background lifetime parameters,
four background time resolution parameters, one time
resolution scale factor, three background mass distribu-
tion parameters, and nine parameters describing back-
ground angular distributions.

VI-C. Fit results

The maximum likelihood fit results for the nominal fit
(Default), for two alternative time resolution functions,
σA(t) and σB(t) shown in Fig. 6, and for an alterna-
tive M(KK) dependence of the φ(1020) → K+K− de-
cay with the decay width increased by a factor of two are
shown in Table III and Table IV. These alternative fits
are used to estimate the systematic uncertainties. The
fit assigns 5598 ± 113 (5050 ± 105) events to the signal
for the BDT (Square-cuts) sample. Only the parameters
whose values do not suffer from multi-modal effects are
shown. A single fit does not provide meaningful point
estimates and uncertainties for the four phase param-
eters. Their estimates are obtained using the MCMC
technique. Figures 7 – 10 illustrate the quality of the
fit for the background, for all data, and for the signal-
enhanced sub-samples.

An independent measurement of the S-wave fraction is
described in Appendix C and the result is in agreement
with FS determined from the maximum likelihood fit.

Parameter Default σA(t) σB(t) Γφ = 8.52 MeV
|A0|2 0.553 ± 0.016 0.553 ± 0.016 0.552 ± 0.016 0.553 ± 0.016

|A‖|2/(1− |A0|2) 0.487 ± 0.043 0.483 ± 0.043 0.485 ± 0.043 0.487 ± 0.043
τs (ps) 1.417 ± 0.038 1.420 ± 0.037 1.417 ± 0.037 1.408 ± 0.434

∆Γs (ps−1) 0.151 ± 0.058 0.136 ± 0.056 0.145 ± 0.057 0.170 ± 0.067
FS 0.147 ± 0.035 0.149 ± 0.034 0.147 ± 0.035 0.147 ± 0.035

TABLE III: Maximum likelihood fit results for the BDT selection. The uncertainties are statistical.
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FIG. 4: (color online). Parametrization of the dilution |D|
as a function of the tagging parameter |d| for the combined
opposite-side tagger. The curve is the result of the weighted
fit to four self-tagging control data samples (see text).

VI. MAXIMUM LIKELIHOOD FIT

We perform a six-dimensional (6D) unbinned maxi-
mum likelihood fit to the proper decay time and its uncer-
tainty, three decay angles characterizing the final state,
and the mass of the B0

s candidate. We use events for
which the invariant mass of the K+K− pair is within the
range 1.01 – 1.03 GeV. There are 104683 events in the
BDT-based sample and 66455 events in the Square-cuts
sample. We adopt the formulae and notation of Ref. [41].
The normalized functional form of the differential decay
rate includes an S-wave KK contribution in addition to
the dominant P-wave φ → K+K− decay. To model the
distributions of the signal and background we use the
software library RooFit [42].

VI-A. Signal model

The angular distribution of the signal is expressed in
the transversity basis [43]. In the coordinate system of
the J/ψ rest frame, where the φ meson moves in the x
direction, the z axis is perpendicular to the decay plane
of φ→ K+K−, and py(K+) ≥ 0. The transversity polar
and azimuthal angles θ and ϕ describe the direction of
the positively-chargedmuon, while ψ is the angle between
%p(K+) and −%p(J/ψ) in the φ rest frame. The angles are
shown in Fig. 5.

In this basis, the decay amplitude of the B0
s and B

0
s

mesons is decomposed into three independent compo-
nents corresponding to linear polarization states of the
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FIG. 5: (color online). Definition of the angle ψ, and the
transversity angles θ and ϕ.

vector mesons J/ψ and φ, which are polarized either lon-
gitudinally (0) or transversely to their direction of mo-
tion, and parallel (‖) or perpendicular (⊥) to each other.
The time dependence of amplitudes Ai(t) and Āi(t) (i

denotes one of {||,⊥, 0}), for B0
s and B

0
s states to reach

the final state J/ψ φ is:

Ai(t) = F (t)
[

E+(t)± e2iβsE−(t)
]

ai ,

Āi(t) = F (t)
[

±E+(t) + e−2iβsE−(t)
]

ai , (4)

where

F (t) =
e−Γst/2

√

τH + τL ± cos 2βs (τL − τH)
, (5)

and τH and τL are the lifetimes of the heavy and light
B0

s eigenstates.
In the above equations the upper sign indicates a CP-

even final state, the lower sign indicates a CP-odd final
state,

E±(t) ≡
1

2

[

e(
−∆Γs

4
+i∆Ms

2 )t ± e−(
−∆Γs

4
+i∆Ms

2 )t
]

, (6)
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FIG. 6: (color online). The distribution of the uncertainty in
the decay time for the signal, MC (squares) and background-
subtracted data (crosses). The blue curve is the sum of five
Gaussian functions fitted to the MC distribution. The two
red lines are variations of the default function used in the
studies of systematic effects.

as the same resolution function used in the signal decay
time, and a non-prompt component. The non-prompt
component is modeled as a superposition of one expo-
nential decay for t < 0 and two exponential decays for
t > 0, with free slopes and normalizations. The lifetime
resolution is modeled by an exponential convoluted with
a Gaussian function, with two separate parameters for
prompt and non-prompt background. To allow for the
possibility of the lifetime uncertainty to be systemati-
cally underestimated, we introduce a free scale factor.
The mass distributions of the two components of back-

ground are parametrized by low-order polynomials: a lin-
ear function for the prompt background and a quadratic
function for the non-prompt background. The angular
distribution of background is parametrized by Legendre
and real harmonics expansion coefficients. A separate set
of expansion coefficients cklm and cklm, with k = 0 or 2 and
l = 0, 1, 2, is used for the prompt and non-prompt back-

ground. A preliminary fit is first performed with all 17

parameters c(P )k
lm for prompt and 17 parameters c(NP )k

lm
for non-prompt allowed to vary. In subsequent fits those
that converge at values within two standard deviations
of zero are set to zero. Nine free parameters remain, five

for non-prompt background: c(NP )0
1−1, c

(NP )0
20, c

(NP )0
22,

c(NP )2
00, and c(NP )2

22, and four for prompt background:

c(P )0
1−1, c(P )0

20, c(P )0
22, and c(P )2

2−1. All background
parameters described above are varied simultaneously
with physics parameters. In total, there are 36 param-
eters used in the fit. In addition to the nine physics
parameters defined in Table II, they are: signal yield,
mean mass and width, non-prompt background contri-
bution, six non-prompt background lifetime parameters,
four background time resolution parameters, one time
resolution scale factor, three background mass distribu-
tion parameters, and nine parameters describing back-
ground angular distributions.

VI-C. Fit results

The maximum likelihood fit results for the nominal fit
(Default), for two alternative time resolution functions,
σA(t) and σB(t) shown in Fig. 6, and for an alterna-
tive M(KK) dependence of the φ(1020) → K+K− de-
cay with the decay width increased by a factor of two are
shown in Table III and Table IV. These alternative fits
are used to estimate the systematic uncertainties. The
fit assigns 5598 ± 113 (5050 ± 105) events to the signal
for the BDT (Square-cuts) sample. Only the parameters
whose values do not suffer from multi-modal effects are
shown. A single fit does not provide meaningful point
estimates and uncertainties for the four phase param-
eters. Their estimates are obtained using the MCMC
technique. Figures 7 – 10 illustrate the quality of the
fit for the background, for all data, and for the signal-
enhanced sub-samples.

An independent measurement of the S-wave fraction is
described in Appendix C and the result is in agreement
with FS determined from the maximum likelihood fit.

Parameter Default σA(t) σB(t) Γφ = 8.52 MeV
|A0|2 0.553 ± 0.016 0.553 ± 0.016 0.552 ± 0.016 0.553 ± 0.016

|A‖|2/(1− |A0|2) 0.487 ± 0.043 0.483 ± 0.043 0.485 ± 0.043 0.487 ± 0.043
τs (ps) 1.417 ± 0.038 1.420 ± 0.037 1.417 ± 0.037 1.408 ± 0.434

∆Γs (ps−1) 0.151 ± 0.058 0.136 ± 0.056 0.145 ± 0.057 0.170 ± 0.067
FS 0.147 ± 0.035 0.149 ± 0.034 0.147 ± 0.035 0.147 ± 0.035

TABLE III: Maximum likelihood fit results for the BDT selection. The uncertainties are statistical.


