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Outline of Talk

● Geant4 Computing Performance Task Force

● Protocol/Procedure, Tools and Applications

● Results
● CPU time
● CPU and memory profiling

● Conclusions
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G4CP Task Force 

● Geant4 Computing Performance (G4CP) Task Force is 
a part of the Geant4 testing and quality assurance 
working group led by G. Folger and D. Elvira

● The charge is to
● monitor Geant4 software through its development cycle for 

expected or unexpected changes in computing performance
● identify problems and opportunities for code improvement  

and optimization
● report results and findings to the appropriate Geant4 working 

group leaders and the Steering Board
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G4CP Monitoring for 2012 
● http://oink.fnal.gov/perfanalysis/g4p/index.html

Protocol Description

CPU Profiling Results

Memory Profiling Results

MEM Summary by Version

CPU Summary by Version

Previous Results

CPU/Memory Summary

http://oink.fnal.gov/perfanalysis/g4p/index.html
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Performance Tools and Applications

● Profiling tools

● FAST/SimpleProfiler for CPU profiling 
https://cdcvs.fnal.gov/redmine/projects/fast 

● IgProf for memory profiling http://igprof.sourceforge.net/index.html

● also see talks by K. Genser and M. Kelsey at 2011 Meeting

● Geant4 applications
● SimplifiedCalo: common base for all releases adapted from A. Dotti and 

modified for PYTHIA inputs and performance measurements (timing, 
igprof)

● cmsExp: another standalone application with the CMS geometry (gdml) 
and a magnetic field map extracted from CMSSW used for major releases

● Other Geant4 applications can be added

https://cdcvs.fnal.gov/redmine/projects/fast
http://igprof.sourceforge.net/index.html
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Platform for Benchmarking and Profiling

● Migrated from a mixed hardware environment to a 
homogenous AMD cluster using pbs 

● Cluster layout
● Linux SL6/5 machines (cluck.fnal.gov+grunt[1-5].fnal.gov)
● Server: AMD Opteron™ 6136 (2.4 GHz, 65 GB, 1x32 cores)
● Worker: AMD OpteronTM 6128 (2.0 GHz, 66 GB, 5x32 cores)
● post analysis with R and root 
● Web server (oink.fnal.gov)
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Procedure and Typical Times

Publish Report

Post Analysis

Profile (CPU/Memory)

Build Geant4, Applications

React to Tag Announcement

0 2 4 6 8 10 12 14 16

Time (hour)

● The goal is to have a summary within 2-days after a 
reference, candidate, public, patch release is made 
available

It would be nice to have internal communications about 
upcoming releases
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Profiled Samples and Physics Lists
● 37 event samples: 36 single particle events and 1 

PYTHIA 14 TeV pp-> Higgs to ZZ (all decays) 
● physics lists and projectiles were selected to cover relevant 

physics processes 
● FTFP_BERT (default),  QGSP_BERT, QGSP_BIC, LHEP

● magnetic field: 0, 4Tesla

● beam energies: 1, 5, 10, 50 GeV for single particles

Links to results
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Total CPU Time Measurements
● Measure the mean and uncertainty of the total CPU

● 50 Higgs events run on 128 nodes
● 2000 single particles events run on 32 nodes
● uncertainty shown in the box plot is the middle 50% of the 

distribution whereas summary plots show the standard 
deviation of the distribution (1)
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CPU Time Summary Table
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CPU Time Summary by G4 Version
● Mean CPU/Event by versions: e.g. Higgs to ZZ

● Comparison with a reference release (version 9.5)
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Total Memory Usage Summary Table
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Memory Usage Summary by G4 Version

● Total memory count by version: e.g. for Higgs to ZZ
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Profiling Results

● CPU (tables, plots) using FAST
● function leaf count
● function path count
● function library count 

● Memory (navigable tables) using IgProf
● live memory count
● maximum memory count
● total memory count
● memory count differences between events
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Function Leaf Count

● Number of times a function was observed at the top of 
the stack: e.g. SimplifiedCalo with g4.9.6.b01



16Geant4 Performance Monitoring Sept. 10, 2012

Function Count Table

● Top 20 functions with SimplifiedCalo+g4.9.6.b01
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Library Count

● T

● Top three libs of SimplifiedCalo and cmsExp with 9.6.b01
                        libG4Processes.so        libG4processes
                          libm.so.6                        libGeometry
                          libGeometry.so               libm.so.6 
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Memory Profiler/IgProf

● Memory snapshots at specific stages
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IgProf Navigation
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Conclusions

● A protocol for benchmarking and profiling was 
established and executed for all Geant4 reference and 
public releases throughout the year 2012

● Provided tables and plots give a general overview of 
Geant4 performance

● Profiling tools (FAST and IgProf) can be used 
standalone by individual developers for (unit) tests

● It is time to review the protocol, tools, and analysis for 
improvement

Input from developers is encouraged and 
welcome!
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