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Monitoring of the activities during the
CCRCO08

After the CCRCO08 experience, feedback from site administrators:

- The main monitoring tools during this exercise were experiment specific
tools. They are not straightforward to use for a person external to the
experiment

- Sites serving many experiments had to deal with very different tools

- In many cases the sites could not understand well if they were
contributing to the VO activity as expected

The site administrators would like to be able to compare the experiment's
view of the site contribution to the information they get from their own
monitoring systems



Objective of this activity

Providing a new tool which should:

« from one unique console, give an overview of the overall status of the
services in the site. This should be a tool easy to use, also for persons
external to the VO, and which does not require a particular knowledge of
each experiment ->AN OVERALL VIEW OF THE SITE FROM ONE
UNIQUE CONSOLE

« This tool will extract information from the experiment specific tools
(Dashboard, MonALISA, Dirac, Phedex) and will display it in a consistent
way, providing links to the source of the information-> A HIGH LEVEL TOOL

« Display the information using the gridmap technology -> FAST
DETECTION OF PROBLEMS THANKS TO THE COLOR AND SIZE OF
THE MAPS

An additional requirement from sites is to have a clear definition of the targets
from the experiments: this information should be displayed by this tool (but it
has to be clearly defined and provided by the experiments)



Information work flow

VO activities T The data are published in some URLs. A Dashboard
VO monitoring collector reads the content of the URL and inserts into
tools the a common schema
- -
URL
< ~  ———_ » The Gridmap:
— \8 ~_ display a map
ahsboar — for each site
CMS and P! URL" » . B showing the
Phedex o activities of the
URL / B supported VOs
—




Objects to monitor: provided by the experiment
specific monitoring tools

« The information about the experiment activities is retrieved from different tools:
- Dashboard, MonALISA, DIRAC, Phedex

« Weneedto
- Identify some common metrics for all the experiments
— Agree on the definition of each metric

- Verify which metrics are interesting from the site point of view and verify whether
they are availale in the monitoring systems

> Have a set of metrics which have the same meaning for all the VOs

Build a data model and design a schema for the database -> a shared
database for the data coming from the different experiments



Activities and metrics to monitor

METRICS.
ACTIVITIES Number of parallel jobs, Number of completed jobs (in the

last hour)
general site statu/ wall time and CPU time (possibly in KSI2K)
job processing
data transfer Success rate (average in the last hour)
\ Transfer rate (average in the last hour)

There are 2 main activities: job processing and data transfer. Their metrics are collected for
the 4 experiments

For each main activitiy there are some secondary activities: they are optional and depend on
the experiment computing model

Job Processing: MC production, data reconstruction, user analysis, SAM tests...

Data transfer: MC production transfer, transfer t0-t1, transfer t1-t1...



The collector

* A new collector has been developed in the framework of
Dashboard, in analogy with the collector of the Site Status
Board module

» The collector periodically (every hour) reads the metrics
published in the URLs by the experiments and inserts the
values into the DB schema

http://.....
site,activity,metric,actual,value, pledged_value, status, time, URL

al T

CERN,mc prod, number of jobs.. ~_
collector e

—




Database schema

Implemented in a development instance of Oracle.

SITEVIEW SITEVIEW _SITES SITEVIEW VOSITES -
Columnid DECIMAL(38) SiteNarme VARCHAR(256) it o= Siteld o P — VARCHARI256)
VOName VARCHAR(100) —— "Sited DECIMAL(22) : O VARCHAR(E4)
E;al_tus xigggigggi)m . SourceEntIryld—Smeld SITEVIEW VOS5 ) VO=VCI)Name ituid DECIMAL(22)
Time TIMESTAMP[11) SourcelJBL VHBCH:QR{ 256
value DECIMAL(38) 1 1
SourceEntryld DECIMAL(22) & | SITEVIEW_DATA
TargetEntryld DECIMAL(22) ColumnGroup=VaNarne Columnid  DECIMAL(38)
EndTime TIMESTAMP(11) % SourceEntryld=Siteld =<\/ONarme VARCHAR(100]
Status VARCHAR(G4)
ColumnldzICc:Iumnld | SITEVIEW_COLUMNS o LRL WVARCHAR(S 12
Columniame WARCHAR(E4
SITEVIEW ACTILMETRIE Bl Rle i Columnid DECIMAL(38) %fff;r ;ﬁ&i’:ﬁg? lj .
’H‘Ctmt:’rld DECIMAL(22) ColumnSource WARCHAR(512) sevalue DECIMAL(28)
enie,  Brumaiio] #/ColumnGroup VARCHAR'ZG‘éolumnldmjmnldJrceEntryld DECIMAL(22)
Description VARCHAR(256) ] ColumnDescription VARCHAR(S1Z) Ly | TargetEntryId DECIMALIZ2)
WO VARCHAR(64) Columnid=Columnid ColumnFrequency DECIMAL(38) EndTime TIMESTAMP{11
Columnid DECIMAL(22) : +ColumnURL VARCHAR(512)
k: ¥ ColumnDebug DECIMAL(1)
MEtr'F|d=|d Activityld=1d ColumnUpdateHour DECIMAL(Z)
* ColumnUpdateMinute DECIMAL(Z)
SITEVIEW METRICS SITEVIEW _ACTMITIES ColumnForceUpdate DECIMAL(1)
id DECIMAL(22) |Iid DECIMAL(22) ColumnVirtual VARCHAR(512)
Description WARCHAR(256)| |Description VARCHAR(256) ColurnnHistory DECIMAL(1)
Unit VARCHAR(256)| [MainActivity DECIMAL(22) ColumnCritical DECIMAL(1) |
ColumnLastUpdate  TIMESTAMP(13) -

Very flexible: any other activity and metric can be added later, according to
the requirements of the VO



The gridmap
« A gridmap for each site
* Inside the site gridmap, the hierarchy is:

- first level: Activity

Site Status

- second level: VO

The main map only shows the main
activities, for all the supported Vos Job Processing

The size of the rectangle should be
proportional to some metrics (i.e.
number of parallel jobs). A constant
offset is added, in order to have all the
supported Vos visible, even if they are
running fiew (or no) jobs.

The status (=COLOR) should be provided
by the VO. Alternatively, it can be D
computed as a success rate between
the measured value and the pledged
value. Inthis case the VO has to
provide the pledged value

Data transfer in

ata transfer out




The site status

It is an overall evaluation of the site status from the VO
perspective. If the status is green, then the site is ok for the VO,
even if there is no job running

For LHCb and Atlas it is computed on the basis of SAM VO
specific tests

For CMS it is not only SAM tests, but also production success
rate, only taking into account the failures which by exit code
probably point to site problems, and wheter the site is visible in
BDII

For Alice it is extracted from Monalisa

Important: if the status is red it does NOT necessarily mean
that the responsible is the site. Even if the site status definition
IS as much as possible related to the site, it can happen
sometimes that a site turns red due to problems of the VO.
Even in this case it is useful to notify the site about the problem.



A screenshot of the prototype for FZK

* |In the main map only the main activities are displayed, for all

the supported VOs

Siteview GridMap Test Page

--m

Atlas =
CMS =
LHCh -

2008-11-13 19:37
2008-11-13 19:37
2008-11-13 19:37
2008-11-13 19:37

& CERN apenlab / EDS

Warning

« Moving the

mouse on the
group header a
window shows
the VO, the
status and the
last update



Link to the site status for Alice

Siteview GridMap Test Page

The context help

provides a link

[ Name | Status | Value | Target |

all ok -1 to the source of
information

URL

Atlas

|
B v @ I;,;J ﬂ [i‘httpIﬂpcahmonitor‘cem.ch;siteinfo,‘?swte:FZK B | v | |v |Gcog|e

Most Visited v [F5)Smart Bookmarks v s Getting Started [5Latest Headlines v

3¢ | @ ALICE Grid Monitoring with ... 3¢ |

ol MonALISA Repository for ALICE
4 ’\01311

MO Nitaring
Integrated Se

RepositoryHome |  Administration Section | ALICEReports | FventsXMLFeed | Firefox Toolbar % | MonaLisa GUI

“ ALICE Repository ]
[ Google Map
-] Shifter's dashbeard
-] Running trend
B} Production info
[+ Job Information MonALISA information Version: 1.8.8 (JDK 1.6.0_06) Service health NTP: SYNC, offset Os
Running on: alice-fzk.gridka.de
(-{_] SE Information Administrator: Kilian Schwarz <K Schwarz@agsi de>
] Services
-] Network Traffic Services status CE: OK Proxies status AlEn proxy: OK (11:56) SAM tests Delegated proxy duration: ERROR.
. AliEn: v2-15.51 SE: 0K Delegated proxy: OK (11:59) Proxy of the machine: OK
125 FTD Tran.sfe.rs ClusterMonitor: OK Proxy server: OK (34 days, 03:18) Proxy renewal: OK
[-(Z) CAF Monitoring PackMan: OK Proxy of the machine: 0K (18:35) Proxy server registration: OK
{7 SHUTTLE FTD: 0K RB status: nla
2 Software area: 0K
] LCG exp. monitoring User proxy registration: OK
-] Build system VWMS stats: WARHING
-] Dynamic charts Make everything 0K
close all g & . - i
Current jobs status Assigned: 0 Accounting Success jobs: 27 (profile) Site averages Active nodes: 3.04
T ————————— Running: 6 (last 24h) Failed jobs: 0 (last 24h) Average kSI2kinode: 0.583
[ This page: bookmark, URL Saving: 0 Error jobs: 12
R kSI2k units: © / 2500 pledged
- Storager stilus Name Status Size Used Free Usage No of files Type ADD test
-‘7'093 g503 ALICE::FZK::dCache oK 4738 TB 1.026% 4194718 4.346TB 0B SRM 0K
10093 " .
P Y ALICE::FZK::dCache sink QK 2.728PB 7.618% 2.521PB Z128TB 0B SRM 0K




Link to the site status for CMS: Site Status
Board

Siteview GridMap Test Page

2008-11-13 19:37

[ Name | Status | Value | Target | Go to |
ok

all o -1 RL

Atlas

v @ |,.;,\ ﬂ ‘@‘http:ﬂdashb-ssb‘cem.ch}dashboard)‘request‘pylsiteview?site:Tl_DE_FZK

Qv

W

‘Goog\e

i Most Visited v [FSmart Bookmarks v §hGetting Started [ilLatest Headlines v

GridMap X ‘ Site View % ‘

== Site Status for the CMS sites

oK Degraded Down Maintenance Inactive
Warning

Put the mouse over any column header to get the description of the column

Clicking on a column header will display the svolution of that column over the last 24 hours

Fro m th ere al I ‘th e k. information is more than 24h old
Back to the index
' 1 SAM TESTS| 5t i Phed '
|nf0rm atlon and e B Visible |JobRobat L_J Production | Analysis | l.EUEEUE. | [g = |m Open issues |Maintenance e 3
= M‘ Bunning | Pending Mrm‘m Qutrats {expand this column) &3
links are e v e R« oo 7

available



Site status link for Atlas and LHCb: VO specific
SAM tests

Siteview GridMap Test Page

job_processing

general /LHCh

Atlas

s
-

Most Visited v

[Esmart Bookmarks v

2008-11-13 19:37
[ Name | Status | Value | Target | Go to|
all ok il -1 URL

| _ @ | | http:f/dashb-lhch-sam.cern.chjdashboardjrequest.pyjhistoricalserviceavailability?mode=serviceavl&algold=5&sit

|U||

# Getting Started [5|Latest Headlines v

GridMap

3¢ | SAM-Service Availability ¢

fddienhci

SAM VISUALIZATION | LHCE

VO view

Latest Results

Site View Feedback

HistoricalVisw

View Algorithm Time Range Sites Service Types
- - | Service Availability |~ | = | Last 24 Hours |w | |Tier0 + Tierls v || Al service types | v
oK Degraded Down Maintenance TiorD 3+ Tierls ~]|[gelact all -
ey CERN-PROD CE
FZK-LCG2 FTS
IN2P3-CC LEG
INFMN-T1 LFC_C
MNIKHEF-ELPROD EEE
Show Results [=] Sl e —i | ra =
Service Availability
24 Hours from 2008-11-12 19:00 to 2008-11-13 19:00 UTC
FZK-LCGZ - CE - ce-1-fzk.gridka.de
FZK-LCG2 - CE - ce-2-fzk.gridka.de
FZK-LCG2 - CE - ce-3-fzk gridka.de
FZK-LCGZ - CE - ce-4-fzk.gridka.de
FZK-LCGZ - CE - ce-5-fzk.gridka.de
FZK-LCG2 - FTS - fts2-fzk.gridka.de

Algorithm for calculating the Site and Service Availabili
; D e e s

Done




* Moving the mouse on the header: information about the VO

Job processing activity

which are supported by the site.

« The number of running jobs is displayed (this is the parameter
which determines the size of the rectangle), the status (which

determines the color), and the last update time

« Important: if the
status is red, it
doesn't point to a
problem of the
site. It is a
problem of the
VO activity

Siteview GridMap Test Page

job_processing
Alice -1 unknown 2008-11-13 19:37
Atlas 740 unknown 2008-11-13 19:37

cMSs 215 ok 2008-11-13 19:37
LHCDb 3 unknown 2008-11-13 19:37

eeeeeeee




Job processing: Atlas

« All the metrics relative to the job processing activiy are displayed

» A second level gridmap show the different types of jobs (will be

shown later)

Siteview GridMap Test Page

job_processing

job_processing/Atlas

2008-11-13 21:03
parallel_jobs unknown 740 jobs = | URL
completed_jobs unknown 2327 jobs per hour -1 URL
successfully__completed_jobs unknown 2317 jobs per hour -1 URL

® CERN openlab

oK Degraded Dawn Maintenance Inactive
Warning

Topology:

[ Most Visited v

[EiSmart Bookmarks v § Getting Started [5|Latest Headlines v

(@&daSnbaard

Tasks

find

by grid
by cloud
by dest_cloud
by executortype
by executar
by site
by cluster

FZK-LCG2
DESY-ZN
PSNC
LRZ-LMU
GoeGrid
DESY-HH
UNI-FREIBURG
CYFRONET-LCG2
wuppertalprod
HEPHY-UIBK

Dene

i AtlasMetrics < Sandbox < T... 3 | (@) http:y/dashb-...2%2000:00:00 ¥ |

data: Tier 0 Data: Production

Grid jobs Summaries

number of jobs

Functional tests

User Guide

1102

miaikd = finished

Feedback



Job Processing: Alice
« All the metrics relative to job processing are given.

« The wall time is given, normalized in ksi2k together with the
pledged value.

Siteview GridMap Test Page

The Status is not
computed

job_processing

job_processing/Alice
2008-11-13 20:37

i
parallel_jobs unknown 16 jobs -1 URL
completed_jobs unknown 2 jobs per hour -1 URL
successfully__completed_jobs unknown 3 jobs per hour -1 URL
CPU_time unknown 16 for completed jobs in 1 hour -1 URL
CPU_time_KSIZK unknown 28 for completed jobs in 1 hour -1 URL

_ _ wall_time unknown 16 for completed jobs in 1 hour -1 URL
£ 5 wall_time_KSIZK unknown 28 for completed jobs in 1 hour 262 URL
oK Degraded Down Maintenance Inactive
Warning

File Edit Wiew History Bookms

§ . .
- B | @ | http:ypealimonitor.cern.ch/display?page=jobs_per_siteasiteBase=UiB ) | ~ | [El~ [coogle I he |In k In the

[ Most wisited ~  [ElISmart Bookmarks v ffe Getting Started  [5)]Latest Headlines +

i GridMap 3% | @ ALICE Grid Monitoring with ... 3£

i~ Running trend Charts: B Jobs in each state B Queusd JobAgents (eheck all | uncheck ally CO n teXt h e I
) ErodOsHEy fn Annctations WWhat is this about?

-{Z3 Job Information Active jobs in UIiB

-{-7} SE Information 23 : T .
{Z] Services 22
P . : redirects to
{ZJ FTD Transfers 20
+-(-7] ©AF Monitoring 19 |
{z) SHUTTLE 18 | [l
{7 LCG exp. monitoring 17
ST b Monalisa
L) Dynamic charts 15 |
close all ,,, o L
8 13 |
| | repository
| This page: bookmark, URL 5 49
= 10 |

for that site
‘ and activity

:

Running jobs trend

OFNW R NWhRU D N

Queued JA

D

A T A =

o am on S TR e R LR B e

Done



Job processing LHCDb

« Job processing LHCDb. Link to the Dirac WMS history plot

Help

File Edit Wiew History Bookmarks Tools
]
A~

2 O | 2. | http:/lhcbweb pic es/DIRAC/LHCb-Production/anonymous/systems/accountingPlots/wMSHistory#ds9:_plotNames

| = | [IG] v |Google

[ESiMost visited v [E5 Smart Bookmarks ~

o Getting Started [51]Latest Headlines ~

WMS history plots on ... 3¢ |

Selected setup:  LHCh-Production ~ (g&Sa

NHumberOfdobs by Site for last day 1=

GridMap € | £, DIRAC:
T Systems ™ Jobs T Data™ Web ¥

WS history plot generation

Plotto generate

Refresh CSV data

Auto refresh :

Disabled ~

NumberOfJobs [~
. |« Time span

@ LastDay

) Lastweek

) Last Month

) Manual Select

Initial time:

|@] GndMap

¥ ||@ http:j/da:

End time

Siteview GridMap Test Page

|~ | Selection conditions

Group by

) status

) JobSplitType

MinorStatus

systems > Accourting > Plots > VWMS history plots
Done

9,000

Jobs by Site

CH Y T
7,000
6,000
5000

= aoo0

2000

2.000 fa

1450 Minutes from 2008-11-12 21:10 to 2008-11-13 21:20 UTC
T T T T T T T T

. LCG LALfr || LCG.Manchester uk 1 LEG. SARA.

[ LCG U KI-SCOTG RID-G LA SGOW, uk B LCG.RAL-HERuk [ LEG. UK-LT 2-RHUL Uk

] e [ IcG.uSC as [ LEG. UK SCOTG RID-ECDF uk.
[ ir= [ LCG.CERN.ch [ LEG. Liverpool.uk

I Ly B LCG.RAL.uk [ lCG.Barcelona.es

= Lo B LCG . BHAM-HERuk [11CG.Cambridge. uk

I L [ LCG.INR.ru B LCG.SINRr

i 1 LCG ITWH e 710G CNAFt

job_processing/LHCh
2008-11-13 21:12

parallel_jobs unknown 107 jobs
completed_jobs unknown 21 jobs per hour
successfully_completed_jobs unknown 21 jobs per hour
CPU_time unknown 1821425 for completed jobs in 1 hour
wall_time unknown 1828682 for completed jobs in 1 hour

LS CNAFT 2.t
B LCGINZRET 2 fr

[ LEG UKI-LT 2-1C-HEP Uk

115G GRIDKA de

W LCG Torino. it
7] LCG . NIKHEF.n1

9 LCG UKI-LT 2-Brunsl.uk

B LCG LPN #r

URL
URL
URL
URL
URL

= - 1
QK Degraded Dawn Maintznance Inactive
Warning
Topology:
{
"job_processing": ["job_processing/Alice", "job_processing/CMS', "job_processing/LHCb"

I

21:00

Anenymous (certificate login)

The time is
given in
second (not
normalized)

No pledged
value, nor
status



The second level

Siteview GridMap Test Page

] ob prucessinngMS
A
rep sing 12 ok 2008- 11 13 21:52
m::_productmrl 8 ok 2008-11-13 21:52
user_analysis 195 ok

2008-11-13 21:52

@ CERN openlab / EDS

map

« Forex.Job
processing activity
for CMS.

« Clicking on the
map, the sub
activities are show.
For ex. CMS has
reprocessing, MC
production, user
analysis

* The context help
shows the number
of jobs for every sub
activity



» |tis envisaged to
display the total

incoming and

outcoming rate

» The submap will
display the network
traffic channel by
channel

ﬁ" Systems * JobsY Data¥ Web ™

Plotto generate:
| Throughput

.:;‘Time span
@ LastDay

O LastWeek
) LastMonth

) Manual Select

Initial time:

End time:

|| Selection conditions
r ‘A:;Grnuphy-

® channel

 Protocol

) Destination

systems = Accounting = Plots = Data Operation plots

Done

1

Data transfer

File Edit
@

Most Visited v

“iew History Bookmarks

w

= &

Help

| E] | httpiilewm0311.cern.chivoftestSitest-debug. html?site=FZK_F

Smart Bookmarks v

Siteview GridMap Test Page

# Getting Started [ Latest Headlines

eneral

job_proc ing

Selected setup: LHCh-Production ™ m

Throughput by Channel for last d;-;-‘

Refresh €5V data

700

Throughput by Source -> Destination

mIN2P3 = PIC

[ GRIDKA - PIC

[T PIC -= GRIDKA

[ GRIDKA - NIKHEF
[ NIKHEF -= GRIDKA

1455 Minutes from 2008-11-12 21:30 to 2008-11-13 21:45 UTC
T T T T T T T T

01:00

LICNAF - PIC
[ICNAF - INZF3
[JRAL-> INZP3
[11PIC -> NIKHEF
[ INZP3 = CNAF

05:00

07:00 09:00

[IRAL - PIC

[1N2P3 -> GRIDKA
W CNAF - NIKHEF
B NIKHEF -> INZF3
["|CNAF - GRIDKA

1100

13.00 15.00

1 RAL-> GRIDKA
[|GRIDKA -> IN2F3
[ RAL - NIKHEF
[1IN2P3 = RAL
[FICNAF - RAL

1100 19:.00 21

11/ IN2P3 - NIKHEF
[ NIKHEF -> PIC
W PIC-= N2P3
[ RAL-> CHAF
[T GRIDKA = RAL

Auto refresh ; Disabled ~

[+

Anonymous (certificate login)

data_transfer/LHCh
2008-11-13 21:25

average transfer_rate unknnwn 20 MB[; —1
success_rate unknown 95 S 5

!JRL

Implementation still
ongoing...



Data transfer for Atlas

« The status and pledged value are given

* The status is given for the average transfer rate comparing with
the pledged value: it can be ok or warning

* And for the success rate the status is defined following the rule:

SR<20% : critical

20<=5SR<50%: warning

50<=SR<80%: normal
SR>80% good

Siteview GridMap Test Page

data_transfer

Atlas

Ry SR

QK

_rate

LHCh

2MB/[s =4
ormal 75 =1

data_transfer/Atlas
2008-11-13 21:57
-_m
average_transfer
uccess_rate

URL
URL




Current status and plans

- : . E t
A set of activities and metrics has been defined ai¥taaer
The design of the database schema has proved to job:the
work fine (still some improvement to do..) Z’S'e:;as
The collector has been implemented and is currently simple
working and populating the database schema SO

The Vos have already provided several metrics. Still  Not that
some metrics are missing easy...

In many cases the expected values and the status are
not provided by the VOs

Plans: first complete map by the end of the year for pilot use



Open issues

* In many cases it is difficult for the experiments to provide the
expected values for the metrics and to provide a status of the activity

« Sometimes the expected value for a given metric is not available, or it
IS available but it is not in the same database or system, so the
observed value cannot be related with the expected one

* In general, experiments are reluctant to assign a status to the activity
at a given site.

Some remarks:

If the activity status at a site turns red, it doesn't mean that the site is
responsible. It means that the VO activity is having problems.

The site status is given by the 'site status' group (upper rectangles in the
Gridmap): if that is green, then the site is ok

This is only an informative tool which should streamline the information
work flow and help site administrators and Vos to detect problems in
an easy and efficient way
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