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Linux

@ Modern multi-user operating system
@ Popular in server market, scientific and educational applications
@ Also gaining popularity on user desktops ( 1% market share).
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LHCb and its DAQ

A secret cavern located 100 m underground

@ Tries to figure out what have happened "
with antimateria (CP Violation, rare {d ﬂ
decays, ...) l

@ For example, this is supposed to be a
rare decay: Bs — pp nan

@ Basically a large room-T magnet and a 2
few specialized detectors

@ Triggers filter out the boring (?) stuff (as
all other large-scale experiments do).

@ (40 MHz) LO - hardware, (1 MHz) HLT 1
& (30 kHz) 2 (2 kHz) - software based,
using O(2000) processors

@ That's 35 GB/s 2 iz

Level -0
1]

High-Level Trigger
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Network layers

Network people figured out that it's convenient to divide a big problem into smaller (but still huge) ones
0S| model: (7) Application (6) Presentation (5) Session (4) Transport (3) Network (2) Data Link (1) Physical
That's great, becouse it allows to create small teams which can focus on their specific work.

Problem with this approach: a layer usually adds/removes an additional header or performs computations. Also, a lot of
data copy takes place. This all results with overheads.

Figure: Communication between layers
g y Figure: Network layers

roy snd
Even upper! 7- Application (HTTP, ...}
T ¢ 6. Presentation (MIME)
5. Session
(4) MEP
T ¢ 4. Transport (TCP, UDP)
3. Network (IP}
(311P
2. Data Link (ARP)
f i 1. Physical (Ethemet)
Lower layers
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Motivation

Intro to the protocol

@ A custom, connection-less protocol. Have it's own headers and
pseudoheaders

@ A packet contains lots of event parts

IP (20} MEP (12} | EVT1 EVTh
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Currently: RAW sockets - packets come to the machine and then,
Linux kernel directs them in a 'raw’ form to the userland. So the
user applications reads all packets (besides those handled by
legitimate in-kernel protocols)

Linux implementation: MEP works in L4

But why? There is a power limit in The Pit (600 kW), so the more
effective, the better (you can'’t just throw there a huge amounts of
computers)

Reduce the overheads wherever you can: leaves more resources
for physics
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Linux implementation

@ Oncea protocol is implemented (“introduced”), it can be elegantly used

@ Both for testing and The Real thing. Theoretically should be even faster (there goes my Nobel prize)

Edycja Widok Terminal Pomoc

# cat /proc/net/protocols
size sockets memory press maxhdr module
464 -1 NI 2] mep
604 -1 NI
576 -1 NI

1 no ipvé

584 -1 NI kernel

¢} ipvé
4]
2
[*]
404 -1 NI ] kernel
3]
4]
2]
2
e

ipvé

356 -1 NI kernel
456 -1 NI kernel
464 -1 NI kernel
1080 1 no 2 kernel
360 -1 NI kernel
mezon:~# cat /proc/net/mep
sl local_address rem_address st tx queue rx_queue tr tm->when retrnsmt

a: :BBAE 10000 07 i 00:

mezon:~# tail /proc/net/mep2
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Summary

You can safely reset your computer now

@ LHCb rocks the

science! - n
= d51a3988 edi: BAEBBEEA ebp: cA3BBBBE
O Linux rock the LHCb : BA7h es: AA7h ss: ABAG9
DAQ! rocess swapper (pid: @, ti=cB30eBBd task=cBZbd?7aB task.ti-cB3BeBBs)
[Stack: cBaBBBB8 ffOBaBc® dS1a3988 d656fd48 BABAAABA cBZ3ibbbe dS1a3988 BRABOOAR
d51a3988 d51acBzZB cB23b9fZ d51a3988 d51a3988 cBZd94ad d537ecBB cBZZ377e
d537ecBd cB37d4348 d51a3988 d537ecHd cB37d@9c BBBBABRAE cA3Bff88 cBZZ4ccl
@ | rock the MEP in the all Trace:
[<cBZ3bb6e>]1 ip_local_deliver+B8x153-Bxicd
kernel. [<cBZ3b9fZ>]1 ip_rcuv+Bx37br Bx3a4
@ Future: [<cBz2z377e>] netif_receive_skb+BxZa4-8x387
. [<cBZZ24cc1>] process_backlog+Bxbe Bxd3
zero_copy fro [<cBZZ24elZ2>] net_rx_action+Bx6d Bx139
the network [<cB118563>]1 __do_softirg+8x35-8x75
directly to the [<cB1185c5>1 do_softirg+Bx2Z/0x26
event builder [<cA185A74>1 do_IRQ+Bx18-8x508
(skip the kernel [<cB183a%9a>]1 common_interrupt+Bxla-Bx28
at all) [<cA1A1a51>]1 mwait_idle+Bx28-8x33
[<cB1Blalc>] cpu_idle+Bx37,Bx41c
SOUCCUCEECIN | 93165Fa51 start_kernel+8x270,/Bx272
will rock this. ode: 4b 18 BF 94 cB B4 cB 74 B7 B9 dB eB c5 12 cb e9 Bb 46 2B 8b 48 Bc B cB B9
Also, this will B4 24 66 c7 B4 24 BA BA Bf bb 54 24 B? Bf b6 44 24 BB <Bf> bb HA SH Bf bb BZ S
be his worst 68 f5 d5 56 d6 eB 8b 8f ba e9 83 c4 Bc
nightmare. IP: [<d656cBc5>]1 mep_rcv+Bxc5/8x194 [mepl SS:ESP BA69:cB36ffB4
<B>Kernel panic - not syncing: Fatal exception in interrupt

ECTEE]

esp!:

@ But that was just 10
minutes...
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