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Abstract
We pre s ent th e  sch em e  in us e  for online  h igh  level 

filtering, event reconstruction and clas s ification in th e  

H 1 experim ent at H ERA s ince  2001.

Th e  Data Flow  fram ew ork  ( pre s ented at 

CH EP2001[2] ) w ill be  review ed. Th is  is  bas ed on 

CORBA for all data transfer, m ulti-th readed C+ +  code  to 

h andle th e  data flow  and synch ronisation and fortran 

code  for reconstruction and event s election. A controller 

w ritten in pyth on provide s  s etup, initialisation and 

proce s s  m anagem ent. Specialis ed java program s  provide  

run control and online  acce s s  to and display of 

h istogram s . A C+ +  logger program  provide s  central 

logging of standard printout from  all proce s s e s .

W e s h ow  h ow  th e  system  h andles  online  preparation 

and update of detector calibration and beam  param eter 

data. New er feature s  are  th e  s election of rare  events  for 

th e  online  event display and th e  extens ion to m ultiple 

input source s  and output ch annels .

W e dicus s  h ow  th e  system  de s ign provide s  autom atic 

recovery from  various  failure s  and s h ow  th e  overall and 

long term  perform ance .

In addition w e  pre s ent th e  fram ew ork  of event 

s election and clas s ification and th e  feature s  it provide s .

BACKGRO UND AND M O TIVATIO N
Th e electron proton collider H ERA at th e  DESY 

laboratory in H am burg and th e  H 1 experim ent[1] 

com pleted m ajor upgrade s  in 2001. To cope w ith  

increas ed dem ands  on data proce s s ing a new  h igh  level 

filter sytem  w as  developed com bining th e  functionality 

of th e  specialis ed VM E (L4) and m ainfram e system s  

(L5) to a s ingle system  bas ed on netw ork ed linux PCs 

(L45).

REQUIREM ENTS
Th e fram ew ork  m ust be  capable of transferring a 

stream  of events  from  a source  ( or m ultiple source s  ) 

th rough  m ultiple proce s s ing tas k s  and out to one  or m ore  

s ink s . A source  m ay be  a s election of events  from  a 

s e q uence  of file s  or online  data from  th e  H 1 experim ent. 

A s ink  m ay be  dis k  or tape file s  or a special data logging 

tas k . It  m ust be  pos s ible to re q uire  th at certain groups  of 

events  from  th e  input stream  rem ain grouped on th e  

output stream , for exam ple events  from  different data 

tak ing runs  m ust not be  m ixed de spite  th e  large 

variations  in proce s s ing tim e  betw e en events .  Th e  

online  L45 filter tas k  m ust be  capable of m aintaining a 

continuous  input data rate  of 7 M B/s and output rate  of 4 

M byte s/s . Th e  data th rough put s h ould be  independent of 

individual event s ize s  w h ich  vary greatly from  s everal 

h undred k ilobyte s  for com plex e -p interaction events  to 

just a few  byte s  for special calibration records  or 

com pre s s ed data sum m ary form at events .

In addition to event data, calibration constants  m ust be  

distributed to th e  proce s s ing node s  ah ead of th e  data to 

w h ich  th ey apply. For th e  L45 filter a few  calibration 

constants  m ay be  ch anged on a s h ort tim e scale for 

im m ediate  us e  from  a particular event num ber w ith in a 

run. Th e  L45 filter program  is  bas ed on th e  full 

reconstruction program  (h 1rec) w h ich  cons ists  of large 

Fortran code  for ch arged particle and calorim eter s h ow er 

identification. Event data BOS bank s  are  transfered in 

th e  H 1 specific m ach ine  independent FPACK form at and 

m onitor h istogram s  are  stored in th e  H 1 specific LOOK 

pack age . Especially for online  L45 proce s s ing w e  

re q uire  to acce s s  for im m ediate  display th e  m onitor 

h istogram s  filled w ith in th e  Fortran code . In addition 

h istogram s  m ust be  collected from  all proce s s ing tas k s , 

sum m ed and stored on a per run bas is .

As  th e  L45 proce s s ing and filtering step is  run on raw  

data from  H 1 before  storage on pers istent m edia a 

certain degre e  of robustne s s  against program  and 

m ach ine  failure  is  re q uired. In particular a cras h  of th e  

full reconstruction program  h 1rec s h ould not lead to a 

los s  of events  and a new  proce s s  s h ould be  started 

autom atically. Failure  of com plete m ach ine s  s h ould be  

recoverable w ith out h alting th e  data flow , and it m ust be  

pos s ible to add additional proce s sors  at any tim e . In th e  

rare  cas e  of th e  failure  of a com plete m ach ine  som e  data 

los s  is  tolerable as  long as  it can be  q uantified.

IM PLEM ENTATIO N TO O LS
We ch oos e  to bas e  our im plem entation on CORBA. 

Th is  h as  s everal m ajor advantage s  over raw  sock ets  and 

m e s sage  pas s ing infrastructure s  as  param eter m ars h aling 

code  is  generated autom atically, connection s etup is  

h andled com pletely by th e  O RB, th e  rem ote calls are  

m ach ine  arch itecture  and language independent, and 

calls are  unaw are  if th e  objects  are  local or rem ote 

(location independence). A perform ance com parison of 

s everal fre ely available CORBA im plem entations  led us  

to ch oos e  om niO RB[4] as  bas is  for th e  m ain dataflow  

infrastructure  due  to th e  excellent data transfer 

th rough put and th e  sm all footprint as  w ell as  th e  strict 

standards  com pliance . W e us e  om nipy pyth on scripts  and 

jdk 1.4 and JAS[5] for online  h istogram  brow s ing.



TH E EVENT REPO SITO RY
Th e dataflow  is  organized by data transfer betw e en 

CORBA event repos itory objects [3]. Th e  event 

repos itory is  bas ically a first-in first-out event store  

w h ich  m ay be  read and w ritten in a m anner s im ilar to 

s e q uential file acce s s . Events  are  actually stored in th e  

repos itory as  suitably large s e q uence s  instead of 

individually and entire  s e q uence s  are  transfered betw e en 

repos itorie s  over th e  netw ork  to enable h igh  th rough put, 

independent of event s ize . An event repos itory w ith  its  

reader and w riter tas k s  is  depicted in Figure  1.

M ultiple readers  can read s im ultaneously from  th e  

sam e  repos itory to rece ive subs e q uent event s e q uence s . 

Th e  m ultiple reads  are  h andled by s eparate O RB s erver 

th reads  per client m ach ine  w ith  only a s h ort m utually 

exclus ive s ection to rem ove a s e q uence  pointer from  th e  

repos itory FIFO  buffer. No expens ive data copying is  

re q uired. Sim ilarly m ultiple w riters  can h and over event 

s e q uence s  to th e  repos itory s im ultaneously. H ence  

repos itorie s  are  us ed for both  event distribution and 

collection.

A m eth od is  ne eded to s eparate th e  event flow  into 

block s  such  th at events  stay w ith in a block . All output 

events  w ith in a block  m ust reach  th e ir final de stination 

before  events  from  th e  next block , alth ough  events  

w ith in a block  m ay be  dropped as  is  often th e  cas e  in th e  

L45 filter application. Practically block  boundarie s  are  

start and finis h  of data tak ing runs  in th e  cas e  of online  

proce s s ing and th e  start and end of data file s  for offline  

proce s s ing. Additional block  boundarie s  m ay m ark  eg 

every h undredth  calibration pulser event to trigger th e  

preparation of a new  calibration.

To support th is  s ynch ronisation of th e  event flow  th e  

repos itory im plem ents  barrie rs . Lik e  event s e q uence s  

barrie rs  are  ins e rted into th e  repos itory FIFO  store . A 

barrie r is  as s igned an increm ental num ber w h en it is  first 

w ritten to its  source  repos itory and retains  th is  num ber as  

it is  transferred from  repos itory to repos itory. 

Synch ronisation is  obtained by re q uiring th at all w riters  

w rite  a barrie r before  any readers  can read it. Furth er 

w riters  can continue  to w rite  event s e q uence s  in front of 

a barrie r w h ich  h as  already be en w ritten by anoth er 

w riter. As  soon as  all w riters  h ave w ritten a particular 

barrie r th at barrie r becom e s  readable. Unlik e  event 

s e q uence s  barrie rs   are  not rem oved from  th e  repos itory 

until th ey h ave be en read by all readers .

H ow ever a given reader can read event s e q uence s  (or 

furth er readable barrie rs) be h ind barrie rs  w h ich  th ey 

h ave already read. O nly w h en all readers  h ave read a 

barrie r is  it rem oved from  th e  repos itory. H ence  each  

barrie r is  distributed to all proce s s ing units  and 

recom bined at th e  final s ink  repos itory. As  data events  

cannot s k ip acros s  a barrie r th is  ensure s  th e  re q uired 

synch ronisation. O f cours e  th e  repos itorie s  m ust be  

sufficiently large and th e  barrie rs  sufficiently infre q uent 

so th at th e  overall data flow  is  not h indered.

In order to support ins e rtion of additional proce s s ing 

units  in an e stablis h ed data flow  readers  and w riters  m ust 

perform  an open ( or login ) operation on th e  repos itory. 

Th is  m ak e s  a contract w ith  th e  repos itory to provide/read 

all barrie rs  from  a particular barrie r num ber. Attach m ent 

to th e  dataflow  is  a 3 step proce s s; first th e  dow nstream  

repos itory is  contacted and a contract m ade  to deliver th e  

front-m ost non-readable barrie r ( or next barrie r to com e 

if no barrie r is  pre s ent in th e  repos itory ), th en th e  

upstream  repos itory is  opened and a prom is e  m ade  to 

read th e  front-m ost barrie r, and finally th e  contract w ith  

th e  dow nstream  repos itory is  m odified to corre spond to 

th e  barrie r w h ich  is  now  k now n from  th e  upstream  

repos itory. Sim ilar care  m ust be  tak en to cleanly detach  

from  th e  dataflow  and a m eth od is  re q uired to logout 

Figure  1:CO RBA Event Repos itory



readers  and w riters  from  repos itorie s  in th e  cas e  of 

abrupt abortion of a tas k . Th is  is  one  of th e  

re sponsablitie s  of th e  controller fram ew ork  de scribed 

below .

Each  barrie r contains  a type  indicating its  m eaning eg 

start-of-run, end-of-run, end-of-dataflow . As  a barrie r 

flow s  th rough  th e  proce s s ing code  it can trigger special 

actions , for exam ple th e  end-of-run barrie r triggers  th e  

creation and output of run h istogram  records  to th e  

output repos itory for subs e q uent sum m ing and logging at 

th e  data s ink . Th e  special end-of-dataflow  barrie r caus e s  

th e  s h utdow n of th e  containing proce s s  on its  rem oval 

from  all its  repos itorie s .

As  barrie rs  are  "broadcast" to all proce s s ing units  and 

m ark  a tim e stam p in th e  dataflow  w e  can us e  th em  also 

as  an elegant m ech anism  for distribution of calibration 

and geom etry constants  to th e  proce s s ing node s  by 

attach ing data records  to th em . If w e  introduce a barrie r 

w ith  attach ed calibration data th is  data can be  rece ived 

and k ept in th e  analys is  program  and is  th e refore  

available for th e  proce s s ing of subs e q uent events . H ence  

w e  avoid s eparate re q ue sts  to th e  central databas e  from  

th e  m any proce s s ing tas k s  and ensure  th at th e  sam e  

constants  are  us ed by all proce s s ing units  even if th e  

databas e  is  updated in th e  m eantim e . Th is  m ech anism  

allow s  also th e  tim ely distribution of run s ettings  for 

online  data w h ich  are  not yet stored in th e  central 

databas e , as  w ell as  th e  introduction of new  "constants" 

from  a particular event num ber w ith in an ongoing run as  

is  for exam ple re q uired in th e  cas e  of a sudden s h ift of 

th e  collis ion vertex w ith in th e  H 1 detector.

In order to ensure  th e  availability of th e  correct 

calibration constants  to proce s s ing units  ins e rted into an 

e stablis h ed dataflow  barrie r records  w ith  attach ed data 

are  not deleted w h en th ey are  rem oved from  a repos itory 

but instead are  ins e rted in th e  as sociated pers istent 

barrie r cach e  replacing th e re  any older vers ion of th e  

barrie r data. A new  reader reads  first all barrie rs  from  th e  

barrie r cach e  before  continuing to read from  th e  

repos itory,th us  rece iving all nece s sary calibration data.

O VERALL DATAFLO W
Th e overall dataflow  is  s h ow n in Figure  2 for th e  L45 

filter application w ith  online  data input from  th e  H 1 

experim ent. Data flow s  from  th e  data acq uis ition system  

via a TCP sock et as  a stream  of FPACK ph ys ical records . 

Th e  input node  converts  th is  stream  into event s e q uence s  

and w rite s  it to its  repos itory. A s et of 20 dual proce s sor 

node s  run 3 proce s s e s  each ; a s ingle i/o tas k  containing 

both  input and output repos itorie s  for th e  2 

reconstruction and filter proce s s e s  L45. Each  L45 

proce s s  reads  just a s ingle event at a tim e  and a copy of 

th e  event is  k ept w ith in th e  i/o tas k  so th at it is  not lost 

s h ould th e  L45 proce s s  abort. Th e  output repos itory 

h andles  th e  m ain output event stream  and extra 

calibration records  created w ith in L45. Additional 

th reads  w ith in th e  i/o tas k  pull data from  th e  input 

node (s) and pus h  data to th e  output node s . Th e  output 

node  can update calibration constants  and ins e rt th em  as  

barrie rs  to th e  current dataflow  by re q ue st to th e  input 

node . For offline  analys is  program s  th e  i/o and 

proce s s ing tas k s  can be  eas ily com bined in a s ingle 

proce s s  due  to th e  location independence  of CORBA 

objects .

Figure  2:Overall L45 Data Flow

L45const

Barrie r and calibration constants  ins e rtion
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ENVIRO NM ENT
To facilitate th e  launch ing and control of th e  proce s s e s  

over all node s  a controller fram ew ork  h as  be en 

developed. A m aster controller proce s s  is  started on th e  

initial node  and a slave controller is  launch ed on each  

node  on w h ich  dataflow  proce s s e s  s h ould be  started via 

s s h . Re q ue sts  to th e  m aster controller from  a pyth on 

script initiate  all proce s s e s . Th e  local controller daem ons  

can tak e  appropriate  action in th e  cas e  of death  of ch ild 

proce s s e s  such  as  inform ing th e  connected repos itorie s  

and re starting. In addition th e  controller daem ons  

distribute  initialisation param eters , as s ign uniq ue  proce s s  

identifie rs , and m aintain lists  of all CORBA objects  such  

as  repos itorie s  and h istogram  s e rver objects . Th e  m aster 

controller object is  entered in th e  CO RBA nam e s e rvice  

and th us  acts  as  a s ingle acce s s  point for all objects  

w ith in th e  distributed job.

W e h ave developed a com fortable h istogram  display 

tool bas ed on JAVA and JAS[5] capable of collecting in 

real tim e  th e  h istogram s  from  th e  running reconstruction 

program s  for com parison to reference  h istogram s  

allow ing im m ediate  data q uality ch eck s . In addition w eb 

acce s s  to h istogram s  is  developed via a pyth on script 

bas ed on tw istd[6], biggles [7] and SVG. 

Furth er m onitoring of th e  data flow  is  provided by 

tim e stam ped log file s  recording state ch ange s  in th e  

repos itorie s  ( em pty , full , barrie r entry ). Th is  allow s  

for diagnos is  of bottleneck s  and h angups  in th e  dataflow .

FILTER  ALGO RITH M  STEER ING
Th e filter algorith m  executed in L45 is  defined in text 

supplied along w ith  th e  calibration and geom etry data 

and stored in th e  databas e  for book k e eping. Th e  text 

cons ists  of som e  definition s ections  and a s e q uence  of 

trigger statem ents  w h ich  define  th e  algorith m .

First code  m odules  are  nam ed ( eg CJC for central jet 

ch am ber track  reconstruction ) togeth e r w ith  a list 

variables  w h ich  can be  com puted after execution of th e  

m odule and a list of dependent m odules  ( eg QT m ust 

run before  CJC ). Next trigger m as k s  are  defined to 

allow  statem ents  to act on a s et of L1 triggers  eg all track  

triggers .

Th e  algorith m  is  specified by a s e q uence  of trigger 

statem ents . A trigger statem ent h as  a nam e, a list of 

conditions  on variables  ( true/false , ><= a value ) and an 

action. Conditions  are  evaluated from  left to righ t by 

executing th e  m odules  as sociated to th e  specified 

variables  ( unles s  th ey h ave already be en executed for 

th is  event ) and re q ue sting th e  evaluation of th e  variable 

by th e  m odule. As  soon as  a condition is  false  th e  

algorith m  jum ps  to th e  next trigger statem ent. If all 

conditions  are  true  th e  specified action is  tak en: 

accept,reject or re s et_ m as k . Th e  re s et_ m as k  action 

caus e s  re s et of th e  m as k  bits  in a copy of th e  L1 trigger 

re sult and leads  to a reject if all re sulting bits  are  zero. In 

addition th e  action can specify a fraction to provide  

output of rejects  for m onitoring purpos e s  ( or scaledow n 

of accepts  ) and an optional continue  condition w h ich  

caus e s  only evaluation of th e  statem ent but no action ( 

for evaluation of new  statem ents  ). H ence  th e  algorith m  

can be  m odified w ith out recom pilation of th e  L45 code  

and it is  guaranteed th at execution tim e  is  m inim is ed as  

only th e  m odules  ne eded to tak e  th e  trigger decis ion are  

executed.

Finally actions  to be  tak en on accepted events  are  

specified ( typically execution of all m odules  ) and a 

h istogram  s ection specifie s  range s  for tim ing h istogram s  

of m odules  and variables  w h ich  s h ould be  h istogram m ed 

e ith e r on evaluation or w ith in a specific trigger statem ent 

only. H istogram s  are  autom atically filled to record th e  

re sult of all conditions  in all statem ents  allow ing full 

m onitoring and th e  evaluated variables  are  added to th e  

event data.

STATUS
Th e tools de scribed are  in production usage  s ince  th e  

startup of H ERAII datatak ing in 2001. Since  th en 27TB 

h ave be en proce s s ed. Th e  system  h as  proven to be  very 

stable and typically runs  w ith out m anual intervention 

constantly for s everal w ee k s .
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