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Abstract

The estimation of resource needs for data manipulation
is fundamental to the operation of the Grid. Situations
will arise when it will be necessary to determine which is
more expedient, downloading a replica from a remote site
or recreating the data from scratch. This paper explores the
possibility of predicting the behavior of the ATLAS appli-
cations to improve resource usage in a Grid environment
by studying the parameters that affect the execution time
performance of event generation, detector simulation and
event reconstruction.

INTRODUCTION

The ATLAS (A Toroidal LHC ApparatuS) experi-
ment [1] uses a tiered Grid architecture that enables the
replication of datasets across the collaboration sites. These
subsets may be overlapping, so a single data set may be
available at many locations. We envision a time when users
or tools will evaluate which is more expedient, download-
ing a replica from a site or recreating it from scratch. How-
ever, this evaluation will only be possible when we can es-
timate the execution time of the ATLAS applications.

This paper presents a study to predict the application
time for three types ATLAS applications: event generation,
detector simulation, and event reconstruction. Our results
show that we can achieve predictions within 10 − 25% of
the execution time (depending on the application).

ATLAS APPLICATIONS AND MODEL

There are two main factors that affect application execu-
tion time: the application parameters that the user inputs
to determine the exact course of execution an application
follows, and the system platform characteristics, such as
CPU speed or network connectivity, seen on the resources
running the applications.

ATLAS Applications

We examined the execution time for three classes of AT-
LAS applications: event generation, full detector simula-
tion, and event reconstruction.

Events for different physics processes were generated
using the Pythia event generator [2] through ATLAS’s soft-
ware interface, ATHENA [3]. Full detector simulation was
performed for different physics processes, using the ATL-
SIM [3] package. The reconstruction process is built as a
combination of many ATHENA’s packages. In the results

presented in this paper event reconstruction was performed
with the full algorithms using the RecExCommon package.

Environmental Factors

The second factor that determines the execution time is
the runtime environment. Once a set of parameters that de-
termines execution time path of the application is selected,
and we can predict the application behavior on one plat-
form, we need to evaluate if it is possible to predict the be-
havior on other systems by scaling the prediction according
to the characteristics of the system resources.

We used two platforms in our performance studies: the
US Atlas Tier 1 Computing Facility (ACF) [4] located at
Brookhaven National Laboratory, and the LxPLUS clus-
ter [5] located at CERN. ACF consists of 60 Pentium III
running Linux with a 12 TB disk storage system (SAN
based RAID arrays) accessed through an NFS server, and a
gigabit network connection used to support both the trans-
fer of files from the High Performance Storage System, and
the clients access to data. The LxPLUS cluster consists of
1000 P3 and P4 processors running Linux, with AFS access
to disk storage.

Our preliminary results showed that CPU speed was the
primary influence when estimating the ATLAS application
behavior, so that is the only environmental factor we use in
our performance predictions discussed in the next section.
We found that the integer index of the nbench [6] bench-
mark best scaled the behavior of the ATLAS applications
for new platforms.

Application Model

We began our evaluation of the three ATLAS applica-
tions by performing an extensive study of their execution
times in a controlled environment and varying a wide set of
parameters in order to discover which parameter changes
affected the execution time.

In general, HEP applications are embarrassingly parallel
applications, meaning that there is no inter-process com-
munication. Because of this, the three ATLAS applications
all scale linearly with the number of events to be processed.

We found that the event type, or size, also has a large
impact on running time. For example, events with a lot of
energy in them produce a large number of particles, which
increases the data volume of the event, thus increasing the
time required to process the event. This is especially true
for detector simulation and event reconstruction since the
number of CPU cycles used by these applications may in-



crease dramatically with the occupancy of the events. In
our approach we use the average number of particles in the
Monte Carlo sample being processed as a measure of the
size of the event.

The release version of the ATLAS software has a large
impact on execution performance, since variations in the
algorithm implementations can have an effect on execution
time.

The impact of the parameters that steer the operations
(for example, the minimum momentum of the tracks),
whether dealing with generation, simulation or reconstruc-
tion, may also affect execution time. We studied the effect
of changing the application parameters that determine the
track, jet, muon and electromagnetic object reconstruction.
However, when changed within reasonable limits, none of
these parameters had a large impact on performance.

The process to obtain the execution time prediction for a
certain application is the following. The application behav-
ior is studied in a benchmarking environment, i.e., using a
certain platform system, Monte Carlo physics sample and
release version. The dependence on the number of events
(N ) of the application execution time is parameterized as
a1 N + a2. The application is run for different number of
events, and the parameters a1, a2 that best fit the results are
obtained.

The predicted application execution time (T ) in a differ-
ent environment is obtained using the formula:

T = (a1 N + a2)S H t (1)

where

• S is the ratio between the average number of particles
in the current and the benchmarking samples,

• H is a factor that accounts for the system performance
(obtained with nbench), and

• t is a number that scales the prediction if the exe-
cutable is not optimized.

For example, if we know the behavior of the reconstruction
application in a given environment and we want to make a
prediction for the execution time in a different host and us-
ing a different sample, we would scale the know prediction
by S = Np/N

0

p
and H = Hp/H

0

p
, where Np (N0

p
) is the

average number of particles in the new (benchmark) sam-
ple, extracted from the Monte Carlo information, and Hp

(H0

p
) is the nbench integer index of the new (benchmark)

host. If we were to change the release version of the code
the parameters a1 and a2 have to be obtained for the new
version, by studying it’s performance in the benchmark en-
vironment. The same applies to the simulation application.
Since the generation is a more simple application, it’s be-
havior can be predicted regardless of the data sample being
generated.

The benchmark environment consisted of the 1 GHz
ACF machines, using a MSSM sample with the ATHENA

release version 7.0.0. The results presented below were ob-
tained in the different hosts of the ACF and LxPLUS clus-
ters, for different event samples and code release versions
(where indicated).

RESULTS

ATLAS Event Generation Application

We ran the ATLAS generation application on both the
ACF and LxPLUS clusters using the ATHENA’s Pythia
interface (release version 7.0.0). Six different physics
processes were produced: jet production, Z+jet events,
H(130)→ZZ→4l, WH(400)→ µνbb, H(400)→hh→bbbb,
and tt̄ (unbiased decays).

As expected, event generation was found to scale well
with the total number of events as the determining parame-
ter. The different physics processes introduced a small vari-
ation in the execution performance. The average time per
event on the ACF 1 GHz processors was of 0.15 seconds,
with an overhead of 1.5 seconds. The number of events
and the CPU benchmarks were the only parameters used
to predict the execution time of the event generation. The
results showed that the prediction was within 6% of the ac-
tual execution time, when generating 50 to 10,000 events
for the different physics processes at the ACF and LxPLUS
clusters.

ATLAS Event Simulation Application

The ATLSIM package was used at ACF to perform full
detector simulation. Since detector simulation is very re-
source consuming, both in terms of CPU usage and disk
space, samples of limited size where simulated.
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Figure 1: Execution time per event of the full detector sim-
ulation as a function of particle multiplicity for different
physics processes.

The full simulation of each type of data set produced
for the event generation studies was performed, but only
subsamples of up to 100 events were simulated. The sim-
ulation of the different processes resulted in very different
resource usage. In the 1 GHz nodes, the average time re-
quired to perform the simulation ranged from 100 seconds
per event for the QCD sample, to 335 seconds for the tt̄
production sample. The resource usage by the different
processes was found to scale with the average number of
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Figure 2: Difference between the actual CPU time per job
and the predicted time, normalized to the prediction, for
QCD simulation jobs executed at BNL CAS farm. The dis-
tribution is fitted with a Gaussian function.

particles in the different samples. Figure 1 shows the exe-
cution time per event as a function of the average number
of particles per event in the sample. The number of parti-
cles was obtained from the generation log files (all particles
are counted).

The behavior of the simulation was predicted from the
platform information (benchmark of the execution node),
the number of events to be simulated, the average number
of particles per event in the sample, and the a1,2 parame-
ters for the release version. With these parameters the dif-
ferences between the actual execution time and the predic-
tion normalized to the prediction, in the different hosts of
the ACF cluster, for samples with 10 to 100 events, were
within 25%. Figure 2 shows the comparison between the
predictions and the actual execution times for simulation
jobs of QCD events (jet production).

ATLAS Reconstruction Application

Predicting the resource usage of the reconstruction code
is difficult due to the large fluctuations in the CPU time re-
quired per event. Figure 3 shows the execution reconstruc-
tion time per event using RecExCommon (release 7.0.0)
and the SUSY sample, on the 1 GHz hosts of the CAS farm.
A Landau fit to the distribution is shown, the most proba-
ble value (MPV) for the reconstruction time per event is
9.96 seconds, while the mean is 16.38 seconds. Some of
the most time consuming events were visually scanned us-
ing the Atlantis [7] event display program, but no obvious
problem was detected.

The information of the average time per event, together
with the platform, optimized code choice, and the release
version, was used to predict the execution time. Debugged
executables were found to be about 8.5 times slower than
optimized code. Figure 4 shows the CPU time of 350 jobs
with 10 to 200 randomly distributed events per job as a
function of the predicted time. The plot shows that there is
very good correlation (0.96) between the actual execution
time and the prediction. Figure 5 shows the difference be-
tween the CPU time per job and the predicted time, normal-
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Figure 3: Execution time per event for the full reconstruc-
tion chain using RecExCommon (release 7.0.0) and the
SUSY sample.
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Figure 4: Correlation between execution time and pre-
dicted time for jobs with random number of events (be-
tween 10 and 200) executed at BNL’s CAS farm. Every
entry on this plot is independent of every other one. The
correlation coefficient of the distribution is of 0.96.
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Figure 5: Difference between the actual CPU time per job
and the predicted time, normalized to the prediction; for
jobs executed at BNL CAS farm, using different input data
files. The distribution is fitted with a Landau function, the
result shows that 0.003 is the most probable parameter of
the density.

ized to the prediction. This result is plotted as a function
of the predicted time in Figure 6, which indicates that, in
most cases, the prediction is within 10% of the CPU time.

ATHENA’s reconstruction execution time prediction at
LxPLUS was obtained by using the results gathered at ACF
(for a1, a2, S, r, and t) and the benchmark information of
the LxPLUS hosts (obtained with nbench). Figure 8 shows
the difference between the CPU time per job and the pre-
dicted time, normalized to the prediction. Figure 9 indi-
cates that the prediction is within 10% of the CPU time in
most cases.
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Figure 6: Difference between the actual CPU time per job
and the predicted time, normalized to the prediction, as a
function of the predicted time.
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Figure 7: Execution time per event of ATHENA’s recon-
struction algorithms as a function of particle multiplicity
for different physics processes.

To study the effect of different data samples on execu-
tion time, the six samples used for detector simulation (see
Section ) were reconstructed. Figure 7 shows the execu-
tion time per event as a function of the average number of
particles per event in the sample. As seen in Figure 1, the
reconstruction time is proportional to particle multiplicity.

The impact of the version of the reconstruction code on
on execution performance was studied. The results ob-
tained with release version 7.0.0 were compared with ver-
sions 6.5.0 and 7.2.0. Version 7.2.0 was found to be 1.4
times slower than 7.0.0, while 7.0.0 was found to be 1.6
times slower than 6.5.0. This is not a surprise, since the
ATLAS software is in it’s development stage.

CONCLUSION

In this paper we have shown that it is possible to pre-
dict the execution time of the ATLAS software (including
event generation, full detector simulation and event recon-
struction) with an accuracy of 90% (generation and recon-
struction) to 75% (simulation). The applications exhibit a
largely deterministic behavior, requiring only six parame-
ters to obtain such predictions: the CPU speed of the ex-
ecution host, the type of executable (optimized or not), a
measure of the average size of the events (like the average
number of particles per event), and the number of events to
process, together with the two parameters that describe the
linear dependency of the execution time with the number
of events for a given release version. These parameters are
sufficient to obtain the degree of accuracy desired for this
work, however, new parameters could be added to improve
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Figure 8: Difference between the actual CPU time per job
and the predicted time, normalized to the prediction; for
jobs executed at CERN’s LxPLUS cluster, using different
input data files. The distribution is fitted with a Landau
function, the result shows that −0.07 is the most probable
parameter of the density.
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Figure 9: Difference between the actual CPU time per job
and the predicted time, normalized to the prediction, as a
function of the predicted time (LxPLUS).

the precision of the prediction and adapt to different system
configurations and environments.
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