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Abstract

A new object-orientedMinimization packageis avail-
able for distribution in the samemanneras CLHER This
packagegdesignedor usein HEP applicationshasall the
capabilitiesof Minuit, butis are-writefrom scratchadher
ing to modernC++ designprinciples.

A primarygoalof this packagés extensibility in several
directions,sothatits capabilitiescanbe keptfreshwith as
little maintenanceffort aspossible. This packagds dis-
tinguishedby the priority thatwasassignedo C++ design
issues,and the focus on producingan extensiblesystem
thatwill resistbecomingobsolete.

THE MINIMIZATION PACKAGE

The ZOOM C++ Minimization packages a re-design,
from thegroundup,implementinghealgorithmsandcapa-
bilities of Minuit. The designexploits the object-oriented
aspectof C++; the principle benefitis mucheasierexten-
sibility of thesecapabilities.

The packagecanbe obtainedat

http://cepa.fnal.gov/aps/minimization.shtml

and dependsonly on the C++ StandardLibrary. It con-
tainsa library of classessuitablefor usesascomponents,
andeasyto exploit in applicationsunderotherframewnorks,
suchasRoot. An obviousapplicationis asthe centralpart
of afitter.

Thegroundrulesandassumption designinghe pack-
agewereexpoundedn [1]:

¢ TheMinimization packagemustcontainall the func-
tionality of Minuit.

e The processingime is assumedo be dominatedby
thetime takenby functionevaluations.

The secondassumptiordictateswhento tradespeecbf ex-
ecutionfor betterdesigncleanlines®r flexibility .

As originally stated we wantedto retainwaysto iden-
tically mimic all behaiors of Minuit. However, we have
modified the principle a bit. In casesvherethe intent of
thealgorithmin Minuit is clearbut a mis-codingin Minuit
hascausedstrayingfrom thatattempt,if the actualMinuit
codeis found not to be an “accidentalimprovement;, we
provide the correctecbehavior instead.

*mf@fnal.gw

Using the Package

Obtainingandinstalling the Zoom Minimization pack-
agefollows the samemodelrecentlyadoptedfor CLHEP
[2]. No specialbuild systems,nor applicationsbeyond
make, nor otherpackagesvill berequired.

Thesequencef stepso install the packages:

1. Downloadandunpackthetarfile.

2. Createabuild directory

3. Run the configure script which comeswith the
package.

4. Issuethemake commando build thelibraries.

5. make check torunvalidationtests.

6. make install to finally placethe headersand li-
brariesin the selecteglaces.

Applications will find the headers under the
Minimization subdirectory of the specified include
area, and the library Minimization.a in the specified
librariesarea— sharedibrariesarealsobuilt. This should
befamiliarto anybodywho hasusedCLHEP 1.9 or newer.

A Sample Program

The userinterfaceto the Minimization packageis de-
signedto beasnaturalaspossible.In thesimplestcasethe
userhassomefunctionof N variableso minimize:

double f(const vector<double> &x) {
return x[0]*x[1]+ //... some function of
} // x[0] through x[4]
int main() {
int Ndimensions = 5;
Problem m(UserFunction(Ndimensions,f));
m.minimize();
cout << m.currentPoint(); I}

An attractive alternatve is to supply a functor (an in-
stanceof a classwhich hasan operator()method,which
behaeslik e afunction). This corveystwo advantages:

e Thefunctorinstancecankeeplocaldata.For example,
a function usedto fit datain a few columnsof a big
disk-resideniN-tuplecanreadin andsave therelevant
columnsonce,andwork from memorythereafter

e Theusercanwrite othermethodf thatclassto con-
trol the function object. This obviatesthe un-natural
IFLAG andFUTIL mechanismsecessarin Minuit.

For example:



const int Ndimensions = 5;

class MyF : public Minimization::Function {
vector<double> a, b, c;
public:

MyF (string filename) :Function(Ndimensions)
{ } // extract a, b, c from Ntuple
double operator() (const Point &x) {
return fittingError (a,b,c,x); }

}

int main() {

Problem m(MyF ("myNtuple.dat"));
m.minimize();

cout << m.currentPoint(); 1}

EXPLOITING THE O-O DESIGN

An object-orientedre-write requiredunderstandingall
thealgorithmsin Minuit, determiningthe naturalconcepts
andinterfacefor minimization,anddesigninganew imple-
mentation. This forcedre-inspectiorwasadwantageous
severalways.

Somefeatureswhich meshwell with the existing capa-
bilities were easilyadded. For example,half-openranges
for parameteraresupported.And a few codingflaws are
uncovered; correctionsto the MNSIMP simplex method
arediscussedbelow.

Oncethe re-designhasbeendone,all the usualadwan-
tagestoutedfor object-orienteccodeapply. A particular
improvementis thatsincewell-designedC++ codeavoids
global variables,it becomegossibleto run several mini-
mizationsindependentlyAnd by supplyinganinterfaceto
minimize a functor, we have eliminatedthe needfor users
to interactwith their targetfunctionsvia globalvariables.

More significantadvantagestemfrom the separatiorof
concernsinherentin a well-designedobjectmodel. This
malesit easierto make the features‘orthogonal”, so that
the userhasan easiertime anticipatingcapabilitiesof the
packageAndit clarifiesthecodingof applications For ex-
ample,whendealingwith terminationconditionsin a min-
imization problem,you neednot simultaneouslhyconsider
issuesaboutthe domainor the algorithm.

Directions of Extensibility

The most significantadvantagesof separationof con-
cernsare highlightedwhenit is necessaryo develop new
functionality, or to inject the users ideasinto the capabil-
ities of the package.This packageds designedo make it
easyfor a user an experimentsupportgroup,or a central-
izedtool providerto incorporateaxtensiongo the capabil-
ities.

Suchextensionsnvariablyinvolveaddingnew code,and
it is sensiblego saythatpartof the“interface”to anobject-
orientedpackagencludesthe specificatiorof which capa-
bilities aredesignedo be extendedandrecipesfor incor-
porating new codeto producetheseenhancementsThe

Zoom Minimization packagecan be extendedby adding
subclassesf Terminator, Domain, andAlgorithm.

TheTerminator classesanrepresentriterialike“how
smallis my estimateddistanceto minimum?” and “how
smallis the largestremaininguncertaintyin ary of the pa-
rameters?”Thepackagewill provide severalsuchclasses,
andallow for combiningthemin a naturalway:

TerminationCriterion myTerminator =
FunctionCallLimit (500) | |[EDMtolerance(.01);
|

It is alsoeasyto codea customTerminator;an exampleis
presentedbelow.

The Domain expressesthe notion that not every
combination of parametervalues is permitted. The
Domain correspondingto that available in Minuit is
RectilinearDomain, in which eachparameters mapped
into a fixedrange.Therangecanbe openat both, neither
or eitherend. SomeplausiblecustomDomainswould be:

¢ An orthogonaldomain,but with constraintseenforced
by adifferentmapthanis usedin Minuit, for example,
by sigmoidmappings.

e Multiple probability spacewhereeachvariablemust
be non-ngative,andtheir summustbe 1.

¢ Pointson aDalitz plot with somemaximumenengy.

e Theinterior or surfaceof anN-sphere.

For eachof thesecases,one would replacethe methods
definingmaps,inversemaps,gradientsandinversegradi-
entswith versionghatwork for the new restrictions.

The Algorithm class allows for adding other algo-
rithms, for example, that usedin FUMILI [3]. Some
thoughtis neededconcerninghow the new algorithmre-
latesto overall conceptssuch as EstimatedDistanceto
Minimum, soaddingan algorithmrequiresmoreattention
to detail andwould typically be doneby a centraldevel-
opmenteffort. Still, the C++ issuesarisingwhenincorpo-
rating analgorithminto the Minimization packagewill be
smallcomparedo themathematicaéffort neededo create
andpolishthe new minimizationscheme.

A Sample Custom Terminator

To illustratehow easy(or hard)it is to extendthis pack-
age,we shav how anew Terminator mightbecoded.To
be concrete let’s say the userwishesto terminatewhen
the improvementper function call in EstimatedDistance
to Minimum (EDM), averagedover the last N calls, falls
belon somevalue.

The businesendof any subclasof Terminator is the
requiredfinished () methodwhichis calledby thepack-
ageat timeswhenthe algorithmhasdecidedthis might be
avalid stoppingpoint. Adding a sketchof the“boilerplate”
codeneededthis classlookslike:

class ProgressRate: public Terminator {
double target, BIG, lastEDM;
int n, lastNf;



public:

ProgressRate(int interval, double rate):
target(rate), BIG(1E20)m lastEDM(BIG),
n(interval), lastNf(0) { }

void startMinimization(ProblemState & p) {

lastNf=p.functionCallCount; lastEDM=BIG;}
TerminationType finished
(const ProblemState &p)  {
if (p.functionCallCount >= lastNf+n){
if (lastEDM - p.edm <
target*(p.functionCallCount-n)
return TTstop;
lastNf = p.functionCallCount;
lastEDM = p.edm; }
return(TTcontinue) ; }

IMPROVING SIMPLEX

The second most important minimization algorithm
in Minuit is MNSIMP, implementingan N-dimensional
simplex-basedscheme. In the courseof rewriting MN-
SIMP asthe Simplex algorithm,we have repairedfive er
rorsin Minuit's MNSIMP code. Two flaws involved mis-
choserpointsfor thestartingsimplex, requiringafew extra
functionevaluationgto getstarted We alsocorrectthe for-
mulausedfor the minimum of a parabolaandeliminatea
possibledivision by zero.

Thelast flaw is serious,anddifficult to dealwith. The
simplex algorithmasimplementedn Minuit is capableof
incorrectly converging to a point which is not even a lo-
cal minimum, andreportingsuccessfutonvergence. The
Simplex methodin the Minimization packagetakes mea-
suresto make this casemuchrarer Thisissueis discussed
in detailbelow, but first, we motivatewhy it is worthwhile
to improve the Simplex algorithm,ratherthanjustto repli-
catethebasicMNSIMP algorithm.

A goodreasorfor providing a strongSimplex algorithm
is that conjugategradienttechniquessuchas Migrad de-
pend heavily on the existenceof stablefirst and second
derivatives. While mary functions,in particularfunctions
representingy? error accumulationsor an N-parameter
fit, have stablederivatives,thisis nota universaltrait.

Imaginea fit wherethe sumto be minimizedis a sum
of squaref errors,but cut off at 3¢ for eachpoint. This
mightrepresenasituationwhereyoudecideto explainout-
lier pointsasbadreadingsassigned fixed unlikelihood.
In suchafit, thefunctionto be minimizedwill be continu-
ousbut non-analyticjt would appearfaceted’becauseas
the fit parameterghangedifferentpointsenterandleave
the constant-probabilityegion.

One might expect that Simplex would do a betterjob
than Migrad on suchfunctions. To verify this, we have
testedboth algorithmson a “f acetedwine-glass’function:
Startwith anasymmetriovine glassfunctionsuchas

w(z,y) = (@® +y°)° — 22" +y°) =24z (1)

This hasaminimumat (2,0).

Now imposeagrid onthe(z, y) plane with spacin®2/ .
At eachgrid point, notethevalueof w andVw. Formour
“f acetedvine-glass'function f (x, y) asa2-D cubicspline,
matchingw at the grid points but with gradientaVw at
the grid points (for somesmall positive o). Viewed on a
really large scale, f(x, y) looks just like w; viewed on a
scaleof order1/k it looks asif it takes stepsand sharp
turns;andultimately, f(z, y) is everywherecontinuousand
differentiable(and V f is also continuous). The function
hasone minimum; for integer k, the minimum remainsat
(2,0).

This sortof facetedunctiongivesthe Migrad algorithm
fits. As long asthe stepsize usedin computingfirst and
secondderivativesis large comparedo 2/k, Migrad suc-
cessfullyapproximatesf by a quadratic,and movesto a
muchbetterpoint. But asthe algorithmfinds successthe
stepsizesdecrease.When stepstaken are of order2/k,
the derivative calculationsare somavhatrandom;the con-
jugatedirection propertyof the algorithm goesaway, and
Migrad dancesaboutas ineffectively as a naive gradient
descentnethod.

The Simplex algorithm,onthe otherhand,doesnt much
careaboutthe graininesof f(z,y), andcorvergesalmost
asrapidly asit would for w(z, y).

Comparing the performanceof the two algorithms
in minimizing f(z,y) with « = .1, starting from
(1000, 1000), we find thatfor £ = 10, MIGRAD requires
295 function evaluations,while MNSIMP requiresonly
120. (Thesenumbersarepretty stableask varies.)

Themoralhereis notthatSimplex is superiorto Migrad;
typically it is the otherway around. The pointis that hav-
ing a choiceof thesetoolsis betterthanbeingrestrictedto
eitheronealone.lt isright to fix andpolishSimplex, rather
thanto relegateit to some“this is flaky” status.

False Convergence
Considera quitewell-beharedfunctionsuchas
f = 10(w - 2v)? + 250(z — 3v + w)?

+ 123(z —22)2 +17(z + y — 2)?
+ 100(w —5)2 + (w —5)*

)

This function hasits minimumat (2.5, 5.0, 2.5, —7.0, 5.0)
andhasno otherlocal minima. Starteachvariableat 1000,
andterminatewhenthe EDM is 10 3.

The behavior of the simplex algorithmis characterized
by long periods(hundredsof steps)of generalcontraction
of thesimplex volume,andlong periodsof expansion Dur-
ing the contractionperiods (particularly toward the end,
whenthe simplex is tiny), thereis little movementof the
locationof the simplex andlittle improvementin thefunc-
tion value. But asthe pointsdraw very closetogetherthe
EDM (takento bethevariationin functionvaluesover the
simplex) becomesmall.

For the above function, the secondepisodeof contrac-
tion shrinksthe volume by a factorof 10?, with the sim-



plex farfrom the true minimum. At this point,the EDM is
10~*. Sincethe convergencecriterionis an EDM of less
than10~3, “convergenceis detected”andthe simplex al-
gorithmbailsout, corvincedthatit hasfoundagoodmini-
mum!

If terminationwere not triggered, the simplex would
thenbegin to expand reflectinga“realization”thatthesim-
plex doesnot appeatto straddlea minimum. The simplex
would move to straddlethe actualminimum, anda (final)
periodof contractiorwould quickly homein.

How canwe understandhe phenomenorof long-term
contractiontowarda falseminimum?

Saythe simplex haswanderednto a region which is a
gently slopingsteepvalley. Thatis, in somecombinations
of variables{u}, the function looks like sharpparabolas
fo+az? , whilein otherorthogonalirections{ \} it looks
like agentlyslopedine, with slopedessthans. Theques-
tion of whetheraproposedtepimprovesthefunctionvalue
is dominatedby whetherthe stepimproves the distance
from minimumin the i directions.

Improvementin the A directionsbecomesnoot,andthe
simplex wandersaimlesslyin thatspace.The gentleslope
is felt only whenthe chosenrsteplies within a smallcone.
This is the only time that progresswill be madein the A
directions,andthe simplex will tendto contractfor most
othersteps.In a high numberof dimensionsthe conerep-
resents tiny fraction of the availablesolid angle,andthe
simplex will shrinkfasterthanit will progressthe system
is (temporarily)over-damped.

As thesimplex shrinks theslopesof the parabolasn the
{p} directionswill decreaseuntil eventuallythe coneof
improvementbecomesvide. Oncethat happensthe sim-
plex begins to frequentlyexpandin the A directions,the
steep-alley natureof the region becomeamoot, and the
algorithmescapeshefalseminimum.

However, if thetolerancee > s2/a, the onsetof expan-
sion may occurtoo late. The over-dampedbehaior can
persistlong enoughto trigger the corvergencecriterion,
andthealgorithmcanstopat a falseminimum.

One indication that this false convergencesituationis
presenis along sequencef stepswhichdon'timproveon
the bestsimplex point. The end stageof genuinecorver-
genceto aminimumis characterizedby frequentimprove-
ments. A remedy which is implementedin the current
packagejs thatwhenthe bestpoint hasremainedstagnant
for N iterations thealgorithmattemptdo expandthe sim-
plex in the direction of the bestpoint. This enhancement
malkestheover-dampingsituationoutlinedabose muchless
likely, andcuresmostcaseof falsecorvergence.

Anotherapproachwill beto exploit a new, moremean-
ingful notion of EDM in the Simplex algorithm,basedon
quadratidfitting of thelast~ N? points. If this EDM rad-
ically disagreeswith the differencebetweenthe bestand
worstsimplex point, this indicatesoverly rapid shrinking.

DIRECTIONSAND INTENTIONS

Althoughthe Minimizer packagés availablefor use we
arestill completingit in severalrespectsincluding:

e ImplementMINOS to fill the oneremaininggapin
full Minuit capability

e Fleshout the collection of Terminatorclasses,and
logical operatorscombining forming a Terminator
from two others.

¢ Add ameaningfulEDM calculationto Simplex.

e Provide an interface that suppliesinformation and
corveys controlto allow GUI developersto easilyin-
teractwith the Minimization classes.

¢ Includeassampleapplicationginbinnedbinomialand
binnedy? fitter classes.

e Seehow this Minimization packagecanbeintegrated
into or coordinatedvith Root.

o Extendthe setof Algorithms,to include FUMILI[3],
bi-conjugatggradient[4, or othermodernapproaches.

Conclusions

Theeffort of designinga true object-orientedninimiza-
tion packageandrewriting the algorithmsof Minuit from
scratchin C++, hasyieldeda packagevhichis moreeasily
extensibleandis cleanerin conceptghana straighttrans-
lation of Minuit to C++ would have been.In the courseof
this re-write, several flaws have beencorrected but none
werefoundin the heavily-usedMIGRAD algorithm.

The Zoom minimization packagss still in the stageof
evolution driven by its developers,and hashadlittle con-
tactasyetwith theworld of HEPusers But at this point, it
is beingmadeavailableto theseusersandwe will becoor
dinatingwith otherHEP developersworking on minimiza-
tion codesto make the most of the designeffort already
there.

The hopeis to move to the stagewhereextensionsand
contritutionsinitiated by individual usersaddto the pack-
age.
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