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LHC LHC 

Same level 1 trigger rate 20 MHzSame level 1 trigger rate 20 MHzSame level 1 trigger rate, 20 MHz Same level 1 trigger rate, 20 MHz 
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VM Event manager
U Filter Unit
RL Front-end Readout Link
B FED B ild RT

R
B FED Builder
ES Front End System
EC Front End Controller 
ED Front End Driver GTP

Global Trigger Processor LV1
Regional Trigger Processors 

PG Trigger Primitive Generator TTCgg
TIming, Trigger  and Control TTS
Trigger Throttle System RCMS
Run Control and Monitor

TP Regional Trigger Processor
U Readout Unit
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U Builder UnitTTC (1 to N)CS Detector Control System
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distributed by an optical tree (~1000 leaves)
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V1 Regional Trigger Processors 
PG Trigger Primitive Generator 
TC TIming Trigger and Control

collected by a FMM tree (~ 700 roots)
aTTS: From DAQ nodes to TTS 
via service network (e.g. Ethernet) (~ 1000s nodes)
Transition in few BXs 

TC TIming, Trigger  and Control
TS Trigger Throttle System 
CMS Run Control and Monitor
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Distributed clusters 
and computing 
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•TTC: full event info in each 
event fragment distributed 

Event #(Central)
Time (ABSolute)
Run Number

from the GTP-EVM via TTCEvent Type
HLT info

Full Event Data

•FED-FRL interface e g PCIFED FRL interface e.g. PCI
•FED-FRL system able to handle high level data 
communication protocols (e.g. TCP/IP)
•FRL-DAQ commercial interface
e.g. Ethernet (10 GBE or multi-GBE) to be used fo
data readout and FED configuration, control, local
DAQ etc.

New FRL design can be based on embedded PC 
(e.g. ARM like) or advanced FPGA etc.
The network interface can be used in place of VMThe network interface can be used in place of VM
backplane to configure and control the new FED.
Current FRL-RU systems can be used (with some
limitations) for those detector not upgrading theirlimitations) for those detector not upgrading their 
FED design. 
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