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Highlights
• Reporting period:


• Q1 2021:  1 Jan - 31 March


• Generally quiet from ATLAS side


• Largely business-as-usual


• Effort to push more Analysis jobs to RAL


• ATLAS currently using direct-IO for  
analysis work - will benefit from  
vector read support progress


• RAL-LCG2 provided its CPU, Disk and TAPE:


• No major issues


• Tape repack complete at start of Q1


• Anticipated deployments of: Vector Read support,  
New WNs (with SSDs), future networking,  
XrootD 5.X (with WebDav TPC) to come.


• Plot on right; recent firewall upgrade at RAL:


• IPv4 File transfer speeds from UI nodes (similar to the WNs), 
relative to their ipv6 performance, averaged over a number of different 
external sites.


• Superimposed (in green):


• Network load on core router;  


• Various changes/updates over last week, but some association between performance and load?
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Resource 2020/21 2021/22

CPU[kHS06] 156.436 173.16

DISK [PB] 13.024 15.54

TAPE [PB] 32.708 34.78



CPU resource

• 2020–21 pledge: 156.4 kHS06


• Average over period: 164 = 141*(11.7/10) kHS06:


• Scaling accounts for difference between CRIC Corepower (HS06/core) and  
farm average.


• Some variation due to various VO utilisations and ATLAS/CERN issues. 


• User analysis jobs from ~ 9kHS06 -> 30kHS06


• Improvements still ongoing; attempting to move to multi-job pilots
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T1 comparison
• ~88% CPU eff. for  RAL, cf. ~91% (all T1)                  ~ 9% of supplied T1 Wall and CPU time


• As usual; much variability across activity types:


• T1 also share different workloads


• IO intensive tasks (e.g merging) 
show larger discrepancies for RAL


• Anticipated improvement should  
appear through  
vector reads, networking,  
new WNs.
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WN transfer speeds
• Right: Typical staging speeds from Echo to WNs:


• File download, excluding direct-IO


• Separated by tranche and file-size


• Small files suffer large overheads


• Extracted from VO monitoring data


• SSD-based tranche continues to show 
good performance


• Work currently ongoing to improve 
 WN CPU eff. 
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WN transfer speeds (2)
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• Violin plot of transfer speeds (with median +  
quantiles shown)


• Extracted from individual transfers on WNs within 
each tranche using local XrootD proxies (similar 
to prod. traffic) using ~1GB file.


• General agreement with VO-derived plots


• SSD 2019 tranche not entirely immune from  
situations of reduced transfer speeds. 


• Some association (below) between Pressure on the  
node and speed. 



Disk and Tape• Disk:


• ~12PB quota in period, fully utilised


• ~ 6PB of deletions


• Including within-site transfers (e.g. to WNs),  
estimate  >> 10 PB of transferred data


• Tape 

• Limited activity on DATATAPE


• Data policy changes => TAPE-only copies of AOD


• Expect more active deletion cycles for (e.g) MCTAPE than in previous LHC Runs. 


• ~ 26 PB data on  
tape over period


• ~1PB transfered in.


• No significant  
deletions over period
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