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Introduction
Top quark: 

 Discovered in 1995 in Tevatron 
 Heaviest particle in the SM:            

 GeV 
 Decay modes: 

   ( )           
   ( )                  

 Primarily produced in  pairs by gluon 
fusion at LHC

mt ∼ 173

t → bW → b + ℓν ∼ 33 %
t → bW → b + qq ∼ 66 %

tt

https://cms.cern/news/heavy-metal-hits-top
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  in pp 
 Constrain to proton PDF ( ).  
 Determine SM parameters like  

 in pPb and PbPb: 
 Probe for nuclear PDFs 
 Paves the way for using top to probe QGP. 

tt
x ∼ 1/ s

|Vtb |
tt

t

t

t

t

https://cms.cern/news/heavy-metal-hits-top
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Phys. J.C. 77, 172 (2017) TeV  

Relevance: 
Different  test different Bjorken -x  gluon 
distribution functions. 

pA and AA profit from pp measurements.  

σtt s =

s

 in tt pp 4

66Geoffrey GILLESGeoffrey GILLES

State of the art of ((̅ cross section measurements

Top-pair 
branching ratios

Dilepton Lepton+jets

All-hadronic

• Most precise results

• Wt, fake leptons, diboson, 
Z→ ττ	bakgrounds

• Limited constrains on 
modelling uncertainties

• Infinite statistics

• Single top t-channel,
W+jets, Multi-jet backgrounds

• Possibility to exploit multiple 
control regions

• Significantly less precise
• Possibility to probe highly-boosted top quarks 

Main systematic uncertainties

• Signal modelling (generators, QCD scales, radiation, hadronisation)
• Object efficiencies & calibrations (leptons, jets, flavour-tagging)
• Background estimates  • Luminosity (2-3%)

Analysis channels

Channels: 

 (semileptonic): 
 High BR 

Dilepton (leptonic): 
 High Purity 

All jets (hadronic):
  Dirtiest 

and more challenging.  

ℓ + jets
tt → bb′ W( → ℓν)W′ ( → qq′ )

tt → bb′ W( → ℓν)W′ ( → ℓ′ ν′ )

tt → bb′ W( → qq′ )W′ ( → q′ ′ q′ ′ ′ )

https://doi.org/10.1007/JHEP03(2018)115
https://doi.org/10.1007/JHEP08(2016)029
https://doi.org/10.1140/epjc/s10052-016-4504-z
https://doi.org/10.1007/JHEP09(2017)051
https://doi.org/10.1140/epjc/s10052-017-4718-8
https://doi.org/10.1140/epjc/s10052-017-4718-8


First measurement of  at 5.02 TeV was 
performed by CMS using data recorded in 
November 2015. JHEP 03 (2018) 115 

Data sample corresponds to   

Two final states analyzed:  

: 
+ 

isolated  + 2 “light” jets + missing energy  

Dilepton:  
2b-jets + 2 leptons (opposite charge) + 
missing energy with  

σtt

ℒ = 27.4 pb−1

ℓ + jets
tt → bb′ W( → ℓν)W′ ( → qq′ ) → 2b-jets 

ℓ

tt → bb′ W( → ℓν)W′ ( → ℓ′ ν′ ) →

ℓ, ℓ′ = e, μ

 in  at  TeVtt pp 5.02
The SM prediction (NNPDF3.0 NNLO)         
J. Comp. Phys. Comm. Vol. 185.: 

 pbσNNLO
tt = 68.9+1.9

−2.3 (scale)  ± 2.3 (PDF) +1.4
−1.0 (αs)

CERN-THESIS-2018-320
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Dilepton final state

https://doi.org/10.1007/JHEP03(2018)115
https://www.sciencedirect.com/science/article/abs/pii/S0010465514002264?via=ihub
http://cds.cern.ch/record/2653423


PF algorithm to reconstruct 
individual particles.  

Jets (anti- , ) 
reconstructed from PF candidates. 
b-jets with CSVv2 algorithm.  

 is the negative vector sum of 
all PF candidates in the event, 
projected in the transverse plane. 

kT R = 0.4

pmiss
T

 in  at  TeVtt pp 5.02
Object reconstruction

:  

electrons ( , ), muons 
( , ) .  

At least 2 light jets ( , ). 

Events are classified into tag multiplicity: 
 

Dilepton:  

At least 1 muon ( , ). 
Electrons ( , ). 

At least 2 jets ( , ) 

Leptons with opposite charge (  or 
) 

Z-veto for  : 76< <106 GeV, 
 

ℓ + jets

pT > 40 GeV |η | < 2.1
pT > 25 GeV |η | < 2.1

pT > 30 GeV |η | < 2.4

b−
0b,1b, ≥ 2b

pT > 18 GeV |η | < 2.1
pT > 20 GeV |η | < 2.4

pT > 25 GeV |η | < 3

e±μ∓

μ±μ∓

μ±μ∓ Mℓℓ
pmiss

T > 35 GeV

Mℓℓ > 20 GeV

Event selectionBackground 
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: multijet background 
estimated from control samples in 
data. All other backgrounds is 
taken from MC.  

Dilepton: and fake leptons 
(  in ) extracted 
from control samples in data.  
and  from simulation. 

ℓ + jets

Z/γ *
W + jets, tt ℓ + jets

tW
WV



:  extracted by likelihood fitsℓ + jets σtt

 in  at  TeVtt pp 5.02
Results

Dilepton:  with counting techniqueσtt

8.1 The `+jets final state 9

Table 1: The number of expected background and signal events and the observed event yields
in the different b tag categories for the e+jets and µ+jets analyses, prior to the fit. With the
exception of the QCD multijet estimate, for which the total uncertainty is reported, the uncer-
tainties reflect the statistical uncertainty in the simulated samples.

Source
b tag category

0 b 1 b �2 b
e+jets µ+jets e+jets µ+jets e+jets µ+jets

tW 3.03± 0.02 5.6± 0.03 2.49± 0.02 4.5± 0.03 0.39± 0.01 0.67± 0.01
W+jets 776± 17 1704± 26 13± 2 26± 3 0.2± 0.3 0.8± 0.6
Z/g⇤ 136± 4 162± 5 1.7± 0.5 2.8± 0.6 0.1± 0.1 0.1± 0.1
WV 0.52± 0.01 1.01± 0.02 <0.01 <0.02 <0.01 <0.01
QCD multijet 440± 130 490± 150 3.6± 1.1 28± 8 2.5± 0.8 2.0± 0.8

tt signal 22.8± 0.3 42.3± 0.4 36.9± 0.4 71.1± 0.5 13.8± 0.2 27.0± 0.3

Total 1380± 130 2410± 150 57.7± 2.4 131± 9 16.8± 0.9 31± 1

Observed data 1375 2406 61 129 19 33
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Figure 1: The predicted and observed distributions of the (upper row) M(j, j0) and (lower row)
DRmin(j, j0) variable for `+jets events in the 0 b (left), 1 b (center), and �2 b (right) tagged jet cat-
egories. The distributions from data are compared to the sum of the expectations for the signal
and backgrounds prior to any fit. The QCD multijet background is estimated from data (see
Section 5.1). The cross-hatched band represents the statistical and the integrated luminosity
uncertainties in the expected signal and background yields added in quadrature. The vertical
bars on the data points represent the statistical uncertainties.

where µ = s/stheo is the signal strength (ratio of the observed tt cross section to the expectation
from theory) and Q is a set of nuisance parameters that encode the effect on the expectations
due to variations in the sources of the systematic uncertainties described in Section 7. The
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Figure 3: Predicted and observed distributions of the (upper row) jet multiplicity and scalar pT
sum of all jets (HT) for events passing the dilepton criteria, and of the (lower row) invariant
mass and pT of the lepton pair after requiring at least two jets, in the e±µ⌥ channel. The Z/g⇤

and non-W/Z backgrounds are determined from data (see Section 6.2). The cross-hatched
band represents the statistical and integrated luminosity uncertainties in the expected signal
and background yields added in quadrature. The vertical bars on the data points represent the
statistical uncertainties. The last bin of the distributions contains the overflow events.

8.2 The dilepton final state

In the dilepton analysis, the tt cross section is extracted from an event counting measurement.
Figure 3 shows the distributions of the jet multiplicity and the scalar pT sum of all jets (HT), for
events passing the dilepton criteria in the e±µ⌥ channel. In addition, it displays the lepton-pair
invariant mass and pT distributions, after requiring at least two jets in the event in the e±µ⌥

channel. Figure 4 shows the pmiss
T and the lepton-pair invariant mass distributions in the µ±µ⌥

channel for events passing the dilepton criteria, and the Z boson veto with the pmiss
T > 35 GeV

requirement, in the second case. The predicted distributions take into account the efficiency
corrections described in Section 5 and the background estimations discussed in Section 6.2.
Good agreement is observed between the data and predictions for both signal and background.

The fiducial tt production cross section is measured by counting events in the visible phase
space (defined by the same pT, |h|, and multiplicity requirements for leptons and jets as de-
scribed in Section 5, but including the transition region for electrons) and is denoted by sfid. It
is extrapolated to the full phase space in order to determine the inclusive tt cross section using
the expression

stt =
N � NB

#AL =
sfid
A , (3)

8.2 The dilepton final state 13

 (GeV)miss
T
p

0 20 40 60 80 100 120 140

Ev
en

ts
 / 

10
 G

eV

1−10

1

10

210

310

410  Data
t t

 Non-W/Z
 WV
 tW

*γ Z/
 lumi⊕ Stat 

 (5.02 TeV) -127.4 pb

CMS  + Z veto

±

µ±µ

 (GeV)±

l±lM
0 50 100 150 200 250 300

Ev
en

ts
 / 

20
 G

eV

1−10

1

10

210  Data
t t

 Non-W/Z
 WV
 tW

*γ Z/
 lumi⊕ Stat 

 (5.02 TeV) -127.4 pb

CMS

miss
T
p + Z veto + 

±

µ±µ

Figure 4: Predicted and observed distributions of the (left) pmiss
T in events passing the dilepton

criteria and Z boson veto, and of the (right) invariant mass of the lepton pair after the pmiss
T >

35 GeV requirement in the µ±µ⌥ channel. The cross-hatched band represents the statistical
and integrated luminosity uncertainties in the expected signal and background yields added
in quadrature. The vertical bars on the data points represent the statistical uncertainties. The
last bin of the distributions contains the overflow events.

Table 3: The predicted and observed numbers of dilepton events obtained after applying the
full selection. The values are given for the individual sources of background, tt signal, and
data. The uncertainties correspond to the statistical component.

Source e±µ⌥ µ±µ⌥

tW 0.92 ± 0.02 0.29 ± 0.01
Non-W/Z leptons 1.0 ± 0.9 0.04 ± 0.01
Z/g⇤ 1.6 ± 0.2 1.1 ± 0.8
WV 0.44 ± 0.02 0.15 ± 0.01

tt signal 18.0 ± 0.3 6.4 ± 0.2

Total 22.0 ± 0.9 7.9 ± 0.8

Observed data 24 7

where N is the total number of dilepton events observed in data, NB the number of estimated
background events, # the selection efficiency, A the acceptance, and L the integrated luminosity.
Table 3 gives the total number of events observed in data, together with the total number of
signal and background events expected from simulation or estimated from data, after the full
set of selection criteria. The total detector, trigger, and reconstruction efficiency is estimated
from data to be # = 0.55 ± 0.02 (0.57 ± 0.04) in the e±µ⌥ (µ±µ⌥) channel. Using the definitions
above, the yields from Table 3, and the systematic uncertainties from Table 4, the measured
fiducial cross section for tt production is

sfid = 41 ± 10 (stat) ± 2 (syst) ± 1 (lumi) pb

in the e±µ⌥ channel and

sfid = 22 ± 11 (stat) ± 4 (syst) ± 1 (lumi) pb

in the µ±µ⌥ channel.

The acceptance, as estimated from MC simulation, is found to be A = 0.53 ± 0.01 (0.37 ± 0.01)
in the e±µ⌥ (µ±µ⌥) channel. The statistical uncertainty (from MC simulation) is included in

σtt = 69.5 ± 6.1 (stat) ± 5.6 (syst) ± 1.6 (lumi) pb
16
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Figure 5: Inclusive stt in pp collisions as a function of the center-of-mass energy; previous
CMS measurements at

p
s = 7, 8 [5, 6], and 13 [9, 10] TeV in the separate `+jets and dilepton

channels are displayed, along with the combined measurement at 5.02 TeV from this analysis.
The NNLO+NNLL theoretical prediction [34] using the NNPDF3.0 [14] PDF set with as(MZ) =
0.118 and mtop = 172.5 GeV is shown in the main plot. In the inset, additional predictions atp

s = 5.02 TeV using the MMHT14 [54], CT14 [55], and ABMP16 [56] PDF sets, the latter with
as(MZ) = 0.115 and mtop = 170.4 GeV, are compared, along with the NNPDF3.0 prediction, to
the individual and combined results from this analysis. The vertical bars and bands represent
the total uncertainties in the data and in the predictions, respectively.

The procedure for the determination of the PDFs follows the approach used in the QCD ana-
lysis of Ref. [58] and results in a 14-parameter fit. The parametrized PDFs are the gluon dis-
tribution, xg, the valence quark distributions, xuv, xdv, and the u-type and d-type antiquark
distributions, xU, xD. The relations xU = xu and xD = xd+ xs are assumed at the initial scale
of the QCD evolution Q2

0 = 1.9 GeV2. At this scale, the parametrizations are of the form:

xg(x) = AgxBg (1 � x)Cg (1 + Dgx), (4)

xuv(x) = Auv xBuv (1 � x)Cuv (1 + Duv x + Euv x2), (5)

xdv(x) = Adv xBdv (1 � x)Cdv , (6)

xU(x) = AUxBU (1 � x)CU (1 + EUx2), (7)

xD(x) = ADxBD (1 � x)CD . (8)

The normalization parameters Auv , Adv , and Ag are determined by the QCD sum rules, the B
parameters are responsible for the small-x behavior of the PDFs, and the C parameters describe
the shape of the distribution as x ! 1. Additional constraints BU = BD and AU = AD(1 � fs)
are imposed, with fs being the strangeness fraction, s/(d + s), which is set to 0.31 ± 0.08 as

7

18

Possible effects from varying the model input parameters and the initial PDF parametrization
are investigated in the same way as in the similar analysis of Ref. [58]. The two cases when the
measured values for stt are included or excluded from the fit are considered, resulting in the
same associated model and parametrization uncertainties.

In conclusion, the stt measurements at
p

s = 5.02 TeV provide improved uncertainties in the
gluon PDF at high x, though the impact is small, owing to the large experimental uncertainties.

µF
2 = 105 GeV2

HERA DIS + CMS W± + σtt                                          -
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Figure 6: The relative uncertainties in the gluon distribution function of the proton as a function
of x at µ2

F = 105 GeV2 from a QCD analysis using the HERA DIS and CMS muon charge asym-
metry measurements (hatched area), and also including the CMS stt results at

p
s = 5.02 TeV

(solid area). The relative uncertainties are found after the two gluon distributions have been
normalized to unity. The solid line shows the ratio of the gluon distribution function found
from the fit with the CMS stt measurements included to that found without.

10 Summary

The first measurement of the top quark pair (tt) production cross section in pp collisions atp
s = 5.02 TeV is presented for events with one or two leptons and at least two jets, using a

data sample collected by the CMS experiment, corresponding to an integrated luminosity of
27.4 ± 0.6 pb�1. The final measurement is obtained from the combination of the measurements
in the individual channels. The result is stt = 69.5 ± 6.1 (stat) ± 5.6 (syst) ± 1.6 (lumi) pb, with
a total relative uncertainty of 12%, which is consistent with the standard model prediction.
The impact of the measured tt cross section in the determination of the parton distribution
functions of the proton is studied in a quantum chromodynamics analysis at next-to-next-to-
leading order. A moderate decrease of the uncertainty in the gluon distribution is observed at
high values of x, the fractional momentum of the proton carried by the gluon.

Acknowledgments

We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC and thank the technical and administrative staffs at CERN and at other
CMS institutes for their contributions to the success of the CMS effort. In addition, we grate-
fully acknowledge the computing centers and personnel of the Worldwide LHC Computing

0b 1b b≥ 2



Improvement expected with  x10 higher luminosity 
and lower pileup! CMS-PAS-TOP-20-004

 in  at  TeVtt pp 5.02
Improvement with the 2017 data set

σtt = 62.6 ± 4.1 (stat) ± 3.0 (syst + lumi) pb

8
5. Systematic uncertainties 5
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Figure 1: Leading lepton pT (top-left), sub-leading lepton pT (top-right), leading jet pT (bottom-
left) and jet multiplicity (bottom-right) in the selected events. The hatcheds band correspond
to systematic and statistical errors.
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Figure 2: Inclusive tt cross section in pp collisions as a function of the center-of-mass energy;
previous CMS measurements at

p
s = 7, 8 [6, 7], and 13 [2, 11] TeV in the separate `+jets and

dilepton channels are displayed, along with the combined measurement at 5.02 TeV presented
in this analysis. The NNLO+NNLL theoretical prediction [26] using the NNPDF3.1 [22] PDF
set with aS(mZ) = 0.118 and mt = 172.5 GeV is shown in the main plot. In the inset, the
combined measurement is shown together with previous measurements at 5.02 TeV [3], and
additional predictions at

p
s = 5.02 TeV using the MMHT14 [50], CT18 [51], and ABMP16 [52]

NNLO PDF sets, the latter with aS(mZ) = 0.115 and mt = 170.4 GeV, are compared, along with
the NNPDF3.1 NNLO prediction, to the individual and combined results from this analysis.
The vertical bars and bands represent the total uncertainties in the data and in the predictions,
respectively.
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 in  at  TeVtt pPb 8.16
First observation of  in pPb collisions by 
CMS Phys. Rev. Lett. 119, 242001 

Data sample corresponds to  

Semileptonic  decays considered: 

High BR: ~ 34% ( ) 

Moderate background contamination 

The cross section  is extracted from 
likelihood fits of the invariant mass of the 
light jets ( ) in different categories of 

-jet multiplicity (0,1 and ).

tt

ℒ = 174 nb−1

tt

e, μ, τ → e, μ

σtt

W → qq
b ≥ 2

9

Theoretical prediction (CT14 proton PDF 
+EPPS16 nPDF for Pb ) arXiv:1706.09521: 

σth
tt = 59.0 ± 5.3(PDF)+1.6

−2.1(scale) nb

https://doi.org/10.1103/PhysRevLett.119.242001
https://arxiv.org/abs/1706.09521


PF algorithm reconstruct 
individual particles. 

Jets with anti-  (R=0.4) 
clustering algorithm.  

b-jets tagged with CSVv2 
discriminator.  

kT

Object reconstruction
Exactly one isolated  with 

,  

At least 4 jets with , 
 and  (from ).

μ or e
pT > 30 GeV |η | < 2.1

pT > 25 GeV
|η | < 2.5 ΔR = 0.3 ℓ

Event selectionBackground 
 in  at  TeVtt pPb 8.16 10

Main background: 
 and QCD multi 

jet production.  

 assumed as a 
Landau distribution and 
QCD multijet from 
control samples in data

W + jets

W + jets

HIN-17-002

Pre-fit 

http://cms-results.web.cern.ch/cms-results/public-results/publications/HIN-17-002/index.html#Sum


 signal includes “correct” 
and “wrong” assignments.  

If            “Correct” 

tt

W → qq
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Post-fit 

Post-fit 
Fitted signal events = 710 

Combination dominated 
by  channelμ + jets
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σtt =
S

Aϵℒ

σtt = 45 ± 8(total) nb
σμ+jets

tt = 44 ± 3(stat) ± 8(syst) nb
σe+jets

tt = 56 ± 4(stat) ± 13(syst) nb

Significance of >  5σ



 in  at  TeVtt PbPb 5.02
First evidence of  in nucleus-nucleus using PbPb 
collision data recorded by CMS.                                            
Phys. Rev. Lett. 125, 222001 

Data sample corresponds to  

Dilepton ( ) final states were analyzed.  

Cleanest channel 

BR( )  

Two methods to extract : 

Dilepton only: Final state kinematic properties 
alone 

Dilepton + b-jets: Inclusion of b-jets from b-quarks 
passing through the QGP (“jet quenching”)

tt

ℒ = 1.7 nb−1

tt → ℓ+ℓ−νℓνℓbb

tt → ℓ+ℓ−νℓνℓbb ∼ 5 %

σtt

11

A tt event display and BDT distributions in the e+e� and µ+µ�

final states
Dedicated algorithms deployed in real time allow the CMS detector to collect events with high-
pT leptons, hence making the measurement of tt production in PbPb collisions possible in the
e+e�, µ+µ�, and e±µ⌥ final states. Figure A.1 displays a candidate tt event in the e±µ⌥ final
state in the PbPb data sample.

Electron

Muon

b-tagged jet

b-tagged jet

Figure A.1: Event display of a candidate tt event measured in PbPb collisions where each top
quark decays into a bottom quark and a W boson. The b quarks and W bosons, in turn, produce
jets and leptons, respectively. The event is interpreted as originating from the dilepton decay
chain tt ! (bW+)(bW�) ! (b e+ne)(b µ�nµ).

The selected configuration for the multivariate analysis is a BDT with gradient boosting. The
classification probabilities for individual events are derived using a transformation of the back-
ground and signal distributions, in which background events are uniformly distributed be-
tween 0 and 1, whereas signal events cluster towards 1. The expected BDT performance is
evaluated by computing the area under the “receiver operating characteristics” curve, yielding
a value of 0.9 (an algorithm with ideal discrimination would yield 1.0, whereas with no discrim-
ination would yield 0.5). Cross validation with differently tuned parameters was performed,
but no significant gain was observed. Figures A.2 and A.3 show the observed BDT discrimina-
tor distributions for the dilepton-only (as prefit expected) and dilepton plus b-tagged jets (as
postfit predicted) methods, respectively, in the e+e�(left) and µ+µ� (right) final states.

Theoretical prediction (CT14 NNLO + 
EPPS16 NLO) J. Comp. Phys. Com. Vol. 185. , Phys. 
Rev. Lett. 110, 252004: 

σth
tt = 3.22+0.38

−0.35 (nPDF ⊕ PDF)+0.09
−0.10 (scale) μb
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https://doi.org/10.1103/PhysRevLett.110.252004


PF algorithm reconstruct individual 
particles. 

Jets with anti-  (R=0.4) clustering 
algorithm.  

b-jets tagged with CSVv2 discriminator.  

kT

Object reconstruction

Opposite sign high-  leptons with 
 for electrons and 
 for muons. 

Jets: 

pT
pT > 25, |η | < 2.1
pT > 20, |η | < 2.4

pT > 30, |η | < 2.0

Event selection

Background 

 in  at  TeVtt PbPb 5.02

Signal extraction
 is the highest sensitivity final state 

Boosted decision trees (BDT): based on kinematics 
of the leading and sub-leading  leptons.  

Leptons are not affected by QGP. 

Likelihood fits to binned BDT distributions are 
performed separately for the two methods. 

e±μ∓

pT

14

Main background is DY ( ).  
Estimated from MC and data.  

Nonprompt (QCD multijet, 
W+jets,…) from event mixing. 

Z/γ *
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Figure A.2: Observed (markers) and prefit expected (filled histograms) BDT discriminator dis-
tributions in the e+e� (left) and µ+µ� (right) final states. The data are shown with markers,
and the signal and background processes with filled histograms. The vertical bars on the mark-
ers represent the statistical uncertainties in data. The hatched regions show the prefit uncer-
tainties in the sum of tt signal and backgrounds. The lower panels display the ratio of the data
to expectations, including the tt signal, with bands representing the prefit uncertainties in the
expectations.
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Figure A.3: Observed (markers) and postfit predicted (filled histograms) BDT discriminator
distributions in the e+e� (left) and µ+µ� (right) final states separately for the 0b-, 1b-, and
2b-tagged jet multiplicity categories. The data are shown with markers, and the signal and
background processes with filled histograms. The vertical bars on the markers represent the
statistical uncertainties in data. The hatched regions show the postfit uncertainties in the sum
of tt signal and backgrounds. The lower panels display the ratio of the data to predictions,
including the tt signal, with bands representing the postfit uncertainties in the predictions.
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Figure A.2: Observed (markers) and prefit expected (filled histograms) BDT discriminator dis-
tributions in the e+e� (left) and µ+µ� (right) final states. The data are shown with markers,
and the signal and background processes with filled histograms. The vertical bars on the mark-
ers represent the statistical uncertainties in data. The hatched regions show the prefit uncer-
tainties in the sum of tt signal and backgrounds. The lower panels display the ratio of the data
to expectations, including the tt signal, with bands representing the prefit uncertainties in the
expectations.
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Figure A.3: Observed (markers) and postfit predicted (filled histograms) BDT discriminator
distributions in the e+e� (left) and µ+µ� (right) final states separately for the 0b-, 1b-, and
2b-tagged jet multiplicity categories. The data are shown with markers, and the signal and
background processes with filled histograms. The vertical bars on the markers represent the
statistical uncertainties in data. The hatched regions show the postfit uncertainties in the sum
of tt signal and backgrounds. The lower panels display the ratio of the data to predictions,
including the tt signal, with bands representing the postfit uncertainties in the predictions.
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Figure 1: Observed and prefit expected (left) or postfit predicted (right) BDT discriminator
distributions in the e±µ⌥ final state either inclusively (left) or separately in the 0b-, 1b-, and
2b-tagged jet multiplicity categories (right). The data are shown with markers, and the signal
and background processes with filled histograms. The vertical bars on the markers represent
the statistical uncertainties in data. The hatched regions show the uncertainties in the sum
of tt signal and backgrounds. The lower panels display the ratio of the data to predictions,
including the tt signal, with bands representing the uncertainties in the predictions.

2.54+0.84
�0.74 and 2.03+0.71

�0.64 µb for the two methods, i.e., smaller than, but still consistent with, the
theoretical predictions at NNLO+NNLL accuracy in QCD. Despite the expected antishadowing
effect, the data appear below the theoretical expectations with or without nPDF effects. Figure 2
presents a summary of the extracted cross sections, including the measurement in pp collisions
at

p
s = 5.02 TeV [6] scaled by A

2, compared with the corresponding theoretical predictions.

In summary, evidence for top quark pair (tt) production is presented for the first time in
nucleus-nucleus collisions, irrespective of any possible final-state interactions of the studied
top quark decay products (charged leptons and bottom quarks) with the quark-gluon plasma
(QGP). Using lead-lead collisions with a total integrated luminosity of (1.7 ± 0.1) nb�1 at a
nucleon-nucleon center-of-mass energy of 5.02 TeV, we measure the inclusive tt cross section
(stt ) utilizing the leptons only, and in a second method, in addition, the bottom quarks. The
extracted stt = 2.54+0.84

�0.74 and 2.03+0.71
�0.64 µb in the two methods, respectively, are compatible with,

though somewhat lower than, the expectations from scaled proton-proton data and perturba-
tive quantum chromodynamics calculations. This measurement is just the first step in using
the top quark as a novel and powerful probe of the QGP.
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Figure 1: Observed and prefit expected (left) or postfit predicted (right) BDT discriminator
distributions in the e±µ⌥ final state either inclusively (left) or separately in the 0b-, 1b-, and
2b-tagged jet multiplicity categories (right). The data are shown with markers, and the signal
and background processes with filled histograms. The vertical bars on the markers represent
the statistical uncertainties in data. The hatched regions show the uncertainties in the sum
of tt signal and backgrounds. The lower panels display the ratio of the data to predictions,
including the tt signal, with bands representing the uncertainties in the predictions.
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�0.64 µb for the two methods, i.e., smaller than, but still consistent with, the
theoretical predictions at NNLO+NNLL accuracy in QCD. Despite the expected antishadowing
effect, the data appear below the theoretical expectations with or without nPDF effects. Figure 2
presents a summary of the extracted cross sections, including the measurement in pp collisions
at

p
s = 5.02 TeV [6] scaled by A

2, compared with the corresponding theoretical predictions.

In summary, evidence for top quark pair (tt) production is presented for the first time in
nucleus-nucleus collisions, irrespective of any possible final-state interactions of the studied
top quark decay products (charged leptons and bottom quarks) with the quark-gluon plasma
(QGP). Using lead-lead collisions with a total integrated luminosity of (1.7 ± 0.1) nb�1 at a
nucleon-nucleon center-of-mass energy of 5.02 TeV, we measure the inclusive tt cross section
(stt ) utilizing the leptons only, and in a second method, in addition, the bottom quarks. The
extracted stt = 2.54+0.84

�0.74 and 2.03+0.71
�0.64 µb in the two methods, respectively, are compatible with,

though somewhat lower than, the expectations from scaled proton-proton data and perturba-
tive quantum chromodynamics calculations. This measurement is just the first step in using
the top quark as a novel and powerful probe of the QGP.

Acknowledgments
We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC and thank the technical and administrative staffs at CERN and at other CMS
institutes for their contributions to the success of the CMS effort. In addition, we gratefully
acknowledge the computing centers and personnel of the Worldwide LHC Computing Grid
for delivering so effectively the computing infrastructure essential to our analyses. Finally,
we acknowledge the enduring support for the construction and operation of the LHC and the

12

1

10

210

Ev
en

ts Data tt
VV tW
Nonprompt *γZ/
Total unc

CMS  = 5.02 TeV)NNs (-11.7 nb
ee

0 0.2 0.4 0.6 0.8 1
BDT

0
0.5

1
1.5

2

D
at

a/
Ex

p

1

10

210

310

Ev
en

ts Data tt
VV tW
Nonprompt *γZ/
Total unc

CMS  = 5.02 TeV)NNs (-11.7 nb
µµ

0 0.2 0.4 0.6 0.8 1
BDT

0
0.5

1
1.5

2

D
at

a/
Ex

p

Figure A.2: Observed (markers) and prefit expected (filled histograms) BDT discriminator dis-
tributions in the e+e� (left) and µ+µ� (right) final states. The data are shown with markers,
and the signal and background processes with filled histograms. The vertical bars on the mark-
ers represent the statistical uncertainties in data. The hatched regions show the prefit uncer-
tainties in the sum of tt signal and backgrounds. The lower panels display the ratio of the data
to expectations, including the tt signal, with bands representing the prefit uncertainties in the
expectations.
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Figure A.3: Observed (markers) and postfit predicted (filled histograms) BDT discriminator
distributions in the e+e� (left) and µ+µ� (right) final states separately for the 0b-, 1b-, and
2b-tagged jet multiplicity categories. The data are shown with markers, and the signal and
background processes with filled histograms. The vertical bars on the markers represent the
statistical uncertainties in data. The hatched regions show the postfit uncertainties in the sum
of tt signal and backgrounds. The lower panels display the ratio of the data to predictions,
including the tt signal, with bands representing the postfit uncertainties in the predictions.
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Figure A.2: Observed (markers) and prefit expected (filled histograms) BDT discriminator dis-
tributions in the e+e� (left) and µ+µ� (right) final states. The data are shown with markers,
and the signal and background processes with filled histograms. The vertical bars on the mark-
ers represent the statistical uncertainties in data. The hatched regions show the prefit uncer-
tainties in the sum of tt signal and backgrounds. The lower panels display the ratio of the data
to expectations, including the tt signal, with bands representing the prefit uncertainties in the
expectations.
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Figure A.3: Observed (markers) and postfit predicted (filled histograms) BDT discriminator
distributions in the e+e� (left) and µ+µ� (right) final states separately for the 0b-, 1b-, and
2b-tagged jet multiplicity categories. The data are shown with markers, and the signal and
background processes with filled histograms. The vertical bars on the markers represent the
statistical uncertainties in data. The hatched regions show the postfit uncertainties in the sum
of tt signal and backgrounds. The lower panels display the ratio of the data to predictions,
including the tt signal, with bands representing the postfit uncertainties in the predictions.
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 in  at  TeVtt PbPb 5.02

Dilepton 

Dilepton + b-jets

σtt = 2.54+0.84
−0.74 μb

σtt = 2.03+0.71
−0.64 μb
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JHEP 03 (2018) 115

NNLO+NNLL TOP++
CT14 NLO

EPPS16 NLOCT14 NNLO x 

 = 5.02 TeV)NNs, (-1PbPb, 1.7 nb

OS2l

b-tag+NOS2l

syst⊕Exp unc: stat, stat

scale⊕Th unc: PDF, PDF

Figure 2: Inclusive tt cross sections measured with two methods in the combined e+e�, µ+µ�,
and e±µ⌥ final states in PbPb collisions at

p
s

NN
= 5.02 TeV, and pp results at

p
s = 5.02 TeV

(scaled by A
2) from Ref. [6]. The measurements are compared with theoretical predictions

at NNLO+NNLL accuracy in QCD [47, 48]. The inner (outer) experimental uncertainty bars
include statistical (statistical and systematic, added in quadrature) uncertainties. The inner
(outer) theoretical uncertainty bands correspond to nuclear [32, 54] or free-nucleon [33, 49]
PDF (PDF and scale, added in quadrature) uncertainties.
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  sec. Does not hadronize and 
decays before QCD mechanisms start 
acting.  
Unlike other jet quenching probes (dijets, 

) which are produced 
simultaneously with the collision, tops can 
resolve the time evolution of QGP:

τt ∼ 10−24

Z/γ + jets

https://cms.cern/news/heavy-metal-hits-top

 

“Tag”

“Probe”

Probes for jet quenching, e.g., dEets, Z/ɣ+jet, are produced simultaneously with the collision

Top decay products have the potential to resolve the QGP evolution instead

Leptonic & hadronic branches as “tag” & “probe”  

qq’ start interacting with the medium at later times

top pT acts as the “trigger” on the onset of the interaction

 

Event 1: “normal” probe

Event 2: “boosted” probe

Probing the “5nal state”: Probing the “5nal state”: the yoctosec the yoctosec QGP lifetimeQGP lifetime

t
W

q q

b

tb

W

ℓ
νℓ

 Depending  tops can decay before or within QGP.  
 Taking “snapshots” at different times ( ), one could 
resolve the QGP time evolution.  
Semileptonic  represents a “golden channel”: 

 High BR  
 Good S/B 
 “Tag” and “probe” 

pt

pt

tt

https://cms.cern/news/heavy-metal-hits-top
https://cms.cern/news/heavy-metal-hits-top
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Pheno study PRL 120 (2018) 232301
 Channel: Semimuonic 

  
 The products of  do not immediately 
interact with the QGP. 
  propagates a in a certain decoherence time 
( ) before starts interacting with the medium.  
 So  does not see the full QGP, 
only the portion after:

tt → W( → μνμ)W( → qq)
W( → qq)

qq
τd

t → b + W → qq

τtot = γt,topτtop + γt,WτW + τd

 MC for feasibility about using tops to resolve 
QGP. 
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more detailed study that includes also full consideration
of all heavy-ion e↵ects at a given specific collider.

Contributions to the average total delay time, h⌧toti
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 b b - W+ W→ tt 

FIG. 6. Total delay time and its standard deviation (mark-
ers and corresponding error bars), as given by Eq. (1), for
q̂ = 4GeV2/fm. The average contribution of each component
is shown as coloured stacked bands (see legend). For compar-
ison, the total delay time for q̂ = 1 GeV2/fm is shown as a
dashed line.

The result of Eq. (1) is shown as a function of the
reconstructed top jet transverse momentum in Fig. 6,
broken into its three components, represented as stacked
bands. The range of pt’s shown is guided by expectations
as to what will be accessible at widely discussed scenarios
of potential future colliders [38, 39]. The dispersion �⌧tot

of the sum of the three components is also represented
in Fig. 6, as vertical black lines. To illustrate the weak
dependence of h⌧toti on the value of q̂, the average total
delay time assuming a q̂ = 1 GeV2/ fm (rather than
q̂ = 4 GeV2/ fm) is shown as a dashed line. The larger
result for ⌧tot would translate to a larger reach in ⌧m
values for a given collider setup.

Control of the jet energy scale

To be able to identify the time-induced di↵erence be-
tween quenching of W jets in tt̄ events from full quench-
ing, it is crucial to have a reliable estimate of the expected
reconstructed W mass were quenching of the W jets to
be una↵ected by coherence delays and the W lifetime.

The procedure that we envisage for this purpose is to
use measurements of the Z-jet and �-jet balance in events
with cleanly identified (leptonic) Z bosons and photons
to determine the expectations for full quenching and to
then apply that determination to embedded tt̄ events.

To estimate the potential precision of such an ap-
proach, we examined how well the average xjZ = ptj/ptZ
ratio could be determined at the HL-LHC. Ref. [34] from
CMS gives a projection for the uncertainties on the xjZ

distribution with LPbPb = 10 nb�1. We took that dis-
tribution and created replica distributions by fluctuating
each bin with a Gaussian uncertainty set by the projec-
tion. We then evaluated the standard deviation of the
hxjZi values across many replicas. The result for the
standard deviation was 1.2%. This guides our choice of
1% for the systematic uncertainty on the impact of stan-
dard quenching for the purpose of producing Fig. 5.
We also note that Ref. [20] from ATLAS, shows a 1%

uncertainty (blue lines, bottom panel of Fig.3) for the
cross-calibration uncertainty between PbPb and pp col-
lisions. One should keep in mind that other jet-energy
scale uncertainties that are common to the pp and PbPb
cases should largely cancel when considering the di↵er-
ence between embedded pp results and PbPb data (and
it is precisely this di↵erence that interests us).

Lighter ions

Following the recent successful XeXe machine-
development run at the LHC, the prospect has been
raised [36] that with ions lighter than Pb it might be
possible to achieve e↵ective nucleon-nucleon luminosities
(i.e. total number of hard collisions) that are up to an
order of magnitude larger than for PbPb, in part be-
cause of the reduction of e↵ects such as bound–free pair
production [37]. Generically, higher luminosities would
bring substantially increased sensitivity to the longer
time structure of the QGP medium.
Aside from luminosity considerations, smaller ion

species have both an advantage and a disadvantage. The
advantage is that the intrinsic time scales associated with
the smaller, cooler QGP might be shorter than for PbPb
and so more accessible with top-quark probes. However a
smaller, cooler QGP is also likely to result in less quench-
ing. It is for the purpose of illustrating the tradeo↵s as-
sociated with lighter species that in Fig. 5 we show a
curve labelled KrKr. It uses a quenching of 10% rather
than 15%, in line with observations in CuCu [35] that are
consistent with quenching that goes as A1/3, where A is
the nuclear mass. The reduced quenching means that the
equivalent of Fig. 3 for KrKr would have the bands more
closely spaced. Accordingly one needs to go to higher
luminosities in order to distinguish any two given time
scenarios. At low luminosities the extra factor is rel-
atively limited, about 1.5, while at higher luminosities
it increases to about 3. Note that at higher luminosi-
ties the systematic and pp statistical uncertainties on the
expected standard quenching results start to dominate,
since we have taken them to be independent of the PbPb
equivalent luminosity.

but with the pp jets’ particles simply scaled down by the
quenching factor Q0, i.e., by the quenching factor that
would be expected if the W decay products were present
and started interacting from time 0. In a real experiment, the
corresponding scaling factor could be obtained by meas-
uring quenching in another quark-jet dominated process
(e.g., with γ þ jet or Z þ jet balance), as a function of the
jet pt.
For short values of the effective medium lifetime, τm, the

mfit
W result is close to the unquenched result. This reflects

the fact that the W decay products start interacting only
towards the end of the medium lifetime. For larger values of
τm they instead still see most of the medium duration, and
most of the quenching. A very short-lived medium,
τm ¼ 1 fm=c, could be distinguished from the full quench-
ing baseline at the LHC with its currently approved
LPbPb ¼ 10 nb−1. However, to distinguish larger values
of τm would require either higher luminosities or higher
energies. This is illustrated in the right-hand plot of Fig. 3
for a future HE-LHC (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 11 TeV), where the tt̄ cross
section is 6 times larger.
At higher-energies it becomes advantageous to explore

the preco
t;top dependence of mfit

W , illustrated in Fig. 4 for the
HE–LHC and the FCC (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 39 TeV). For each bin of
preco
t;top, the upper axis shows the corresponding average τtot.

For a given band of τm, when preco
t;top is large enough so that

hτtoti ≳ τm, the band merges with the unquenched expect-
ation. Thus the shape of the preco

t;top dependence gives
powerful information on the medium time structure.
(The unquenched and baseline-quenched bands also have
a preco

t;top dependence, induced by the underlying jet and
muon pt cuts, as well as different amounts of final-state
radiation outside the R ¼ 0.3 jet as a function of preco

t;top.)

Figure 5 shows our estimate of the maximum τm that can
be distinguished at 2 standard deviations from the baseline
full quenched result, for different colliders [36,37] as a
function of LPbPb. The number of standard deviations takes
into account the statistical uncertainty of mfit

W , for both the
actual heavy-ion data and a reference sample, as well as an
additional 1% systematic uncertainty (see Supplemental
Material [8] and Refs. [22,38]). The reference sample is
obtained using the same procedure as for the bottom bands
in Figs. 3 and 4, i.e., using 2 fb−1 of pp events with a
rescaling of particle momenta by a factor Q0 and inclusion
of underlying-event fluctuations.

FIG. 3. The average (points) and standard deviation (width of
band) for mreco

W across many pseudoexperiments, as a function
of luminosity for an inclusive sample of tt̄ events, as a function
of the integrated PbPb luminosity at the LHC (left) and the
HE-LHC (right).

FIG. 4. Dependence of the reconstructed W mass on the
reconstructed top pt for HE-LHC (left) and FCC (right) colli-
sions. The quenched result corresponds to baseline full modifi-
cation of the pp results, which would in practice be obtained
using knowledge of quenching from other measurements.

FIG. 5. The maximum medium quenching end time τm that can
be distinguished from full quenching with 2 standard deviations,
as a function of luminosity for different collider energies [36,37]
and species. For the KrKr points, the LKrKr value that is used is
equal to LPbPbðAPb=AKrÞ2, i.e., maintaining an equal number of
nucleon-nucleon collisions.
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Summary
  at  TeV. 
  in ,  and and evidence in . 
  in ,  and  consistent with SM and pp 
scaling data. 
  in AA collisions has the potential to resolve the 
time structure of the QGP.

tt s = 5,7,8,13
tt pp pPb PbPb
σtt pp pPb PbPb

tt
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https://www.symmetrymagazine.org/article/top-quark-couture
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Two Lorentz contracted discs of highly 
complex systems of partons collide.  
When the discs overlap: 

 soft interactions dominate (small  
transfer ) + tiny amount of hard 
perturbative processes. 
High  particles production at very early 
times.   

~ 1 fm after the collision:   
 and enormous 

entropy.   
Pressure-driven hydrodynamic expansion 
builds up 

pT

pT

ϵmedium ≫ ϵhadron

pT
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As the two discs move apart: 
QGP is continually producing. 
Each droplet of QGP hydrodynamically 
expands,  flow and cools down until  

. 
Mist of hadrons that scatter off each other 
and then stream away freely. 

The process ends once each participant loses  
85% of their energy in particle creation. 

ϵdroplet ∼ ϵhadron

∼

Chun Shen (WSU/RBRC) JETSCAPE Summer School 2021 /40Slack: #jul21-jul22-hydro 6

RELATIVISTIC HEAVY-ION COLLISIONS

t~0s t~3x10-24s t~5x10-23s t~10-8s
1 yoctosecond = 10-24 s

Complex dynamics 
driven by multiple 
length scales

Hybrid multi-stage 
modeling with 
event-by-event 
fluctuations

Image by Chun Shen 

Backup
A glimpse to heavy ion physics

https://indico.cern.ch/event/1055111/contributions/4436068/attachments/2285284/3884685/JSSS2021_hydro.pdf
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Combined Secondary Vertex Algorithm (CSV Run I, 
CSv2V Run II): combines the info. of displaced  
tracks and secondary vertices associated with the 
jet using MVA. 
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Identification of b-jets

4.1 Properties of heavy-flavour jets 5

jet

jet

heavy-flavour
jet

PV

SV

displaced
tracks

IP

charged
lepton

Figure 1: Illustration of a heavy-flavour jet with a secondary vertex (SV) from the decay of
a b or c hadron resulting in charged-particle tracks (including possibly a soft lepton) that are
displaced with respect to the primary interaction vertex (PV), and hence with a large impact
parameter (IP) value.

of tracks with respect to the primary vertex is characterized by their impact parameter, which is
defined as the distance between the primary vertex and the tracks at their points of closest ap-
proach. The vector pointing from the primary vertex to the point of closest approach is referred
to as the impact parameter vector. The impact parameter value can be defined in three spatial
dimensions (3D) or in the plane transverse to the beam line (2D). The longitudinal impact pa-
rameter is defined in one dimension, along the beam line. The impact parameter is defined to
be positive or negative, with a positive sign indicating that the track is produced “upstream”.
This means that the angle between the impact parameter vector and the jet axis is smaller than
p/2, where the jet axis is defined by the primary vertex and the direction of the jet momentum.
In addition, b and c quarks have a larger mass and harder fragmentation compared to the light
quarks and massless gluons. As a result, the decay products of the heavy-flavour hadron have,
on average, a larger pT relative to the jet axis than the other jet constituents. In approximately
20% (10%) of the cases, a muon or electron is present in the decay chain of a heavy b (c) hadron.
Hence, apart from the properties of the reconstructed secondary vertex or displaced tracks, the
presence of charged leptons is also exploited for heavy-flavour jet identification techniques and
for measuring their performance in data.

In order to design and optimize heavy-flavour identification techniques, a reliable method is
required for assigning a flavour to jets in simulated events. The jet flavour is determined by
clustering not only the reconstructed final-state particles into jets, but also the generated b and
c hadrons that do not have b and c hadrons as daughters respectively. To prevent these gen-
erated hadrons from affecting the reconstructed jet momentum, the modulus of the hadron
four-momentum is set to a small number, retaining only the directional information. This pro-
cedure is known as ghost association [34]. Jets containing at least one b hadron are defined
as b jets; the ones containing at least one c hadron and no b hadron are defined as c jets. The
remaining jets are considered to be light-flavour (or “udsg”) jets. Since pileup interactions are
not included during the hard-scattering event generation, jets from pileup interactions (“pileup
jets”) in the simulation are tentatively identified as jets without a matched generated jet. The
generated jets are reconstructed with the jet clustering algorithm mentioned in Section 2 ap-
plied to the generated final-state particles (excluding neutrinos). The matching between the
reconstructed PF jets and the generated jets with pT > 8 GeV is performed by requiring the
angular distance between them to be DR =

p
(Dh)2 + (Df)2 < 0.25. Using this flavour def-

inition, jets arising from gluon splitting to bb are considered as b jets. In Sections 6, 8 and 9,
these g ! bb jets are often shown as a separate category. In this case, two b hadrons without b

18

the training was performed in bins of the jet kinematics. In the current procedure,
the bins of jet kinematics are only used to combine the vertex categories after the
training.

Table 1: Input variables used for the Run 1 version of the CSV algorithm and for the CSVv2
algorithm. The symbol “x” (“—”) means that the variable is (not) used in the algorithm

Input variable Run 1 CSV CSVv2
SV 2D flight distance significance x x
Number of SV — x
Track hrel x x
Corrected SV mass x x
Number of tracks from SV x x
SV energy ratio x x
DR(SV, jet) — x
3D IP significance of the first four tracks x x
Track pT,rel — x
DR(track, jet) — x
Track pT,rel ratio — x
Track distance — x
Track decay length — x
Summed tracks ET ratio — x
DR(summed tracks, jet) — x
First track 2D IP significance above c threshold — x
Number of selected tracks — x
Jet pT — x
Jet h — x

Figure 12 shows the distribution of the discriminator values for the various jet flavours for both
versions of the CSVv2 algorithm.

5.1.2.2 The DeepCSV tagger The identification of jets from heavy-flavour hadrons can
be improved by using the advances in the field of deep machine learning [38]. A new version of
the CSVv2 tagger, “DeepCSV”, was developed using a deep neural network with more hidden
layers, more nodes per layer, and a simultaneous training in all vertex categories and for all jet
flavours.

The same tracks and IVF secondary vertices are used in this approach as for the CSVv2 tagger.
The same input variables are also used, with only one difference, namely that for the track-
based variables up to six tracks are used in the training of the DeepCSV. Jets are randomly
selected in such a way that similar jet pT and h distributions are obtained for all jet flavours.
These jet pT and h distributions are also used as input variables in the training to take into
account the correlation between the jet kinematics and the other variables. The distribution of
all input variables is preprocessed to centre the mean of each distribution around zero and to
obtain a root-mean-square value of unity. All of the variables are presented to the multivariate
analysis (MVA) in the same way because of the preprocessing. This speeds up the training. In
case a variable cannot be reconstructed, e.g. because there are less than six selected tracks (or
no secondary vertex), the variable values associated with the missing track or vertex are set to
zero after the preprocessing.

The training is performed using jets with pT between 20 GeV and 1 TeV, and within the tracker
acceptance. The relative ratio of the number of jets of each flavour is set to 2 : 1 : 4 for b : c :

JINST 13 (2018) P05011
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 Decision Tree (DT):  binary classifier in which repeated 
decisions are taken until a stop criterion is reached.  
 Boosted DT (BDT): extends the idea from one tree 
(weak classifier) to several trees (forest)                        

 Better performance classifier  
 By convention, signal (background) events 
accumulate at large (small) BDT score. 
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Boosted Decision Trees (BDT)

130 8 The TMVA Methods

Figure 22: Schematic view of a decision tree. Starting from the root node, a sequence of binary splits using
the discriminating variables xi is applied to the data. Each split uses the variable that at this node gives the
best separation between signal and background when being cut on. The same variable may thus be used at
several nodes, while others might not be used at all. The leaf nodes at the bottom end of the tree are labeled
“S” for signal and “B” for background depending on the majority of events that end up in the respective
nodes. For regression trees, the node splitting is performed on the variable that gives the maximum decrease
in the average squared error when attributing a constant value of the target variable as output of the node,
given by the average of the training events in the corresponding (leaf) node (see Sec. 8.13.3).

8.13.1 Booking options

The boosted decision (regression) treee (BDT) classifier is booked via the command:

factory->BookMethod( Types::kBDT, "BDT", "<options>" );

Code Example 60: Booking of the BDT classifier: the first argument is a predefined enumerator, the second
argument is a user-defined string identifier, and the third argument is the configuration options string.
Individual options are separated by a ’:’. See Sec. 3.1.5 for more information on the booking.

Several configuration options are available to customize the BDT classifier. They are summarized
in Option Tables 25 and 27 and described in more detail in Sec. 8.13.2.

CERN-OPEN-2007-007

  in PbPb: BDT is trained with kinematics of the two 
leading-  leptons. 

  of leading lepton,  

Asymmetry in lepton- ’s,   

 Dilepton system ,  
 Dilepton system pseudorapidity,  
 Absolute azimuthal separation in  of the two 
leptons,  
 Sum of absolute ’s of leptons, 
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Figure 5: Example plots for classifier output distributions for signal and background events from the academic
test sample. Shown are likelihood (upper left), PDE range search (upper right), Multilayer perceptron (MLP
– lower left) and boosted decision trees.

• The web address of this Users Guide: https://root.cern/download/doc/tmva/TMVAUsersGuide.pdf.

• Source code: https://github.com/root-project/root/tree/master/tmva.

• Please ask questions and/or report problems in the ROOT forum https://root-forum.cern.ch.

3 Using TMVA

A typical TMVA classification or regression analysis consists of two independent phases: the training
phase, where the multivariate methods are trained, tested and evaluated, and an application phase,
where the chosen methods are applied to the concrete classification or regression problem they have
been trained for. An overview of the code flow for these two phases as implemented in the examples
TMVAClassification.C and TMVAClassificationApplication.C (for classification – see Sec. 2.4),

https://cds.cern.ch/record/1019880
https://cms-results.web.cern.ch/cms-results/public-results/superseded/HIN-19-001/

