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Improving theory predictions for SM processes 

…to help to discover new physics in Run 3

What lessons have been learned from Run 2 analyses?

How to apply these lessons to Run 3?



 
The success of the SM

Overall extremely good  
experiment-theory agreement



 
Goal: go differential
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Figure 4: Measured distributions of precoil
T for the precoil

T > 200 GeV selection compared to the SM predictions in the
signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive precoil

T control regions. For illustration purposes, the distributions of examples of Dark Energy (DE), SUSY,
and WIMP scenarios are included. The error band in the ratio shown in the lower panel includes both the statistical
and systematic uncertainties in the background predictions. Events with values beyond the range of the histogram are
included in the last bin.

already mentioned, inclusive regions with minimum precoil
T thresholds are used to set model-independent

exclusion limits, and the exclusive regions are used for the interpretation of the results within di�erent
models of new physics. For the latter, the presence of a slight excess of events at high precoil

T limits the
reach of the obtained observed limits, mostly for those models in which the expected signal would be
accumulating at the tail of the precoil

T distribution.

8.1 Model-independent exclusion limits

Results obtained in inclusive precoil
T regions are translated into model-independent observed and expected

95% CL upper limits on the visible cross section, defined as the product of the production cross section,
acceptance and e�ciency � ⇥ A ⇥ ✏ . The limits are extracted from the ratio between the 95% CL upper
limit on the number of signal events and the integrated luminosity, taking into consideration the systematic
uncertainties in the SM backgrounds and the uncertainty in the integrated luminosity. A likelihood fit is
performed separately for each of the inclusive regions IM0–IM12. The results are collected in Table 7.
Values of � ⇥ A ⇥ ✏ above 861 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.
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Missing-ET

•Dark Matter particles produced at the LHC 
leave the detectors unobserved:  
signature missing transverse energy

•large irreducible SM backgrounds
 → good control on theory necessary!

Indirect searches Direct searches

5

 
The need for precision in tails

•In case new physics is heavy: expect small 
deviations in tails of distributions

 → good control on theory necessary!
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Figure 7: Measured ggH differential fiducial cross section as a function of Higgs boson
pT shown in black, in comparison to the predictions of Ref. [33], shown in red, and HJ-
MINLO [32], shown in blue. The two predictions are nearly identical. The larger gray band
shows the total uncertainty in the measured cross section while the red and blue hatched bands
show the uncertainties in the predictions of Ref. [33] and HJ-MINLO, respectively. In the bot-
tom two panels, the dotted line corresponds to a ratio of one. The relative uncertainties in the
predictions of Ref. [33] and HJ-MINLO are approximately 10 and 20%, respectively.

(a) (b)

Figure 3: Higgs transverse-momentum spectrum in the SM (black, solid) compared to separate
variations of the dimension-six operators for (a) 0GeV pT  400GeV and (b) 400GeV pT 
800GeV. The lower frame shows the ratio with respect to the SM prediction. The shaded band in
the ratio indicates the uncertainty due to scale variations. See text for more details.
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Figure 4: Higgs transverse-momentum spectrum in the SM (black, solid) compared to simultaneous
variations of ct and cg for (a) 0GeV pT  400GeV and (b) 400GeV pT  800GeV. The lower
frame shows the ratio with respect to the SM prediction. The shaded band in the ratio indicates
the uncertainty due to scale variations. See text for more details.
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[Grazzini et. al., 2016]

Higgs-pT

[CMS-HIG-19-003] [CERN-EP-2020-238]



Theoretical Predictions for the LHC
Hard (perturbative) scattering process:

6

d� = d�LO + ↵S d�NLO + ↵EW d�NLOEW

+↵2

S d�NNLO + ↵2

EW
d�NNLOEW + ↵S↵EW d�NNLOQCDxEW

NLO QCD (standard in NLOPS MC’s):  
• O(10-100%) corrections with respect to LO
• often not covered by LO scale variations 
• opening up of new channels / phase space 

NNLO QCD (known for pretty much all 2→2 SM processes)   
• O(1-10%) corrections with respect to NLO QCD 
• remaining uncertainty: O(1%)  

NLO EW (available at fixed-order for any SM process):   
•O(1%) inclusive corrections
•O(10%) negative corrections at large energies due to Sudakov logs



  Numerically                             NLO EW ~ NNLO QCD  

 Possible large (negative) enhancement due to soft/collinear logs from virtual EW gauge bosons: 
                           
 
 
 
 
 
 

[Ciafaloni, Comelli,’98; 
Lipatov, Fadin, Martin, Melles, '99; 
Kuehen, Penin, Smirnov, ’99;  
Denner, Pozzorini, '00]
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Figure 5: Transverse-momentum distribution for W -boson production at the LHC.
(a) LO distribution for pp→W+j and pp→W−j. (b) Relative NLO (dotted), NLL
(thin solid), NNLL (squares) and NNLO (thick solid) electroweak correction wrt. the
LO distribution for pp→W+j. (c) Relative NLO (dotted), NLL (thin solid), NNLL
(squares) and NNLO (thick solid) electroweak correction wrt. the LO distribution
for pp→W−j.
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Figure 5: Transverse-momentum distribution for W -boson production at the LHC.
(a) LO distribution for pp→W+j and pp→W−j. (b) Relative NLO (dotted), NLL
(thin solid), NNLL (squares) and NNLO (thick solid) electroweak correction wrt. the
LO distribution for pp→W+j. (c) Relative NLO (dotted), NLL (thin solid), NNLL
(squares) and NNLO (thick solid) electroweak correction wrt. the LO distribution
for pp→W−j.
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pp → W++j

[Kühn et. al.; 2007]
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O(↵) ⇠ O(↵2
s) )

EW Sudakov logarithms at Q ⇠ TeV � MW

Soft/collinear logarithms from virtual EW bosons [Bauer, Becher, Ciafaloni,

Comelli, Denner, Fadin, Kühn, Lipatov, Manohar Martin, Melles, Penin, S.P., Smirnov, . . . ]

Z, W
± bosons ⇠ light particles at ŝ � M

2

W,Z

) large logarithms of IR type

�,Z, W±

Universality and factorisation [Denner,S.P. ’01]

�M
1�loop

LL+NLL
=

↵

4⇡

nX

k=1

8
<

:
1
2

X

l 6=k

X

a=�,Z,W±

I
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size depends on external EW charges: not very large for gg ! tt̄

) EW corrections important for SM tests and BSM searches at TeV scale
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➜ overall large effect in the tails of distributions: pT, minv, HT,… (relevant for BSM searches!) 

Relevance of EW higher-order corrections

Universality and factorisation: [Denner, Pozzorini; ’01] 
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Convergence of the perturbative expansion: inclusive Higgs

➡ Error estimate at LO largely underestimated!
➡ N3LO ~ 2 LO
➡ Higher-orders are crucial for reliable predictions  
  and precision tests of Higgs properties

The need for higher orders

HIGGS BOSON

▸ Precise measurement 

▸ 3.8 sigma deviation 

▸ 1500 papers about new 
physics on the arXiv 

▸ SM fails

Data Theory
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N3LO results needed to establish 
perturbative convergence / reduce  

residual theoretical uncertainty

�exp = 59± 9.5 pb

�N3LO = 55.5± 2.9 pb

[Anastasiou, Melnikov; 
Harlander, Kilgore]
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Convergence of the perturbative expansion: inclusive Higgs up to N3LOThe need for higher orders
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Figure 2: Cummulative contributions to the total relative uncertainty as a function of the
collider energy. according to eqs. (26)-(28).

In combination we find

��PP!H+X = �(PDF+↵S) + �(theory) = +3.63pb
�4.72pb

�
+7.46%
�9.7%

�
. (39)

To derive the various sources of uncertainties we followed the prescriptions
outlined above. In fig. 2 we show how the relative size of the various sources
of uncertainty varies as a function of the hadron collider energy.

In comparison to the numerical cross section predictions derived in ref. [3]
we observe only minor changes. The di↵erence arise solely due to the exact
computation of the N3LO QCD corrections in the heavy top quark e↵ective
theory obtained in ref. [16]. The deviations are well within the uncertainty
that was associated with the truncation of the threshold expansion used for
the results of ref. [3]. This particular source of uncertainty is now removed.

Finally, we use iHixs to derive state of the art predictions for the gluon
fusion Higgs production cross section at di↵erent collider energies. We strictly
follow the recommendations of [3, 4]. Figure 3 shows the state-of-the art
predictions and uncertainty estimates for the inclusive cross section obtained

18

[Dulata, Lazopoulosb, Mistlberger, ’18]

HL-LHC (3k fb-1)

➡ At this level: crucial to investigate any possible uncertainty 
  beyond naive scale variations



However, in order to fulfill (5), the Sudakov region (p(V )
T ⌧ MV ) should be105

excluded from the reweighting procedure. Moreover, in order to simultaneously106

fulfill conditions (5) and (6), any aspect of the reconstructed vector-boson pT107

that is better described at MC level should be excluded from the definition of108

x and included in ~y. This applies, as discussed in Sect. 6, to multiple photon109

emissions off leptons, and to possible isolation prescriptions for the soft QCD110

radiation that surrounds leptons or photons. In general, purely non-perturbative111

aspects of MC simulations, i.e. MPI, UE, hadronisation and hadron decays,112

should be systematically excluded form the definition of the reweighting variable113

x. Thus, impact and uncertainties related to this non-perturbative modelling114

will remain as in the unweighted MC samples.115

It should be stressed that the above considerations are meant for dark-matter116

searches based on the inclusive MET distribution, while more exclusive searches117

that exploit additional informations on hard jets may involve additional sub-118

tleties. In particular, for analyses that are sensitive to multi-jet emissions, using119

the inclusive vector-boson pT as reweighting variable would still fulfill (5), but120

the lack of QCD and EW corrections to V +2jet production in MC simulations121

could lead to a violation of (6). In analyses that are sensitive to the tails of122

inclusive jet-pT and HT distributions this issue is very serious, and QCD+EW123

corrections should be directly implemented at MC level using multi-jet merg-124

ing [4]. At the same time such an approach allows for a natural investigation of125

shape uncertainties.126

In general, as a sanity check of the reweighting procedure, we recommend to127

verify that, for reasonable choices of input parameters and QCD scales, (N)NLO128

QCD calculations and (N)LO merged MC predictions for vector-boson pT dis-129

tributions are in reasonably good agreement within the respective uncertainties.130

In this way one could exclude sources of MC mismodelling that could affect also131

the ratio ( d
dx

d
d~y�

(V )
MC)/(

d
dx�

(V )
MC) in (1). In addition, it is crucial to check that132

state-of-the art predictions for absolute d�/dpT distributions agree with data133

for the various visible final states.134

3 Combination of QCD and EW corrections135

A strict fixed-order implementation of QCD and EW corrections corresponds to136

d

dx
�
(V )
TH =

d

dx
�
(V )
QCD +

d

dx
�
(V )
EW +

d

dx
�
(V )
��ind., (7)137

where the QCD contribution should contain at least the LO QCD part of O(↵↵S)138

and the NLO QCD part of O(↵↵2
S), and where available also the NNLO QCD139

part of O(↵↵3
S),2140

d

dx
�
(V )
QCD =

d

dx
�
(V )
LOQCD +

d

dx
�
(V )
NLOQCD +

d

dx
�
(V )
NNLOQCD. (8)141

[3] NNLO QCD discussion still missing. See a few first comments and
considerations in see Section 8.3.

142

2In this power counting we do not include the extra factor ↵ associated with vector-boson
decays.
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this is a ‘good’ scale for V+jets  
• at large pTV: HT’/2 ≈ pTV  
• modest higher-order corrections 
• sufficient convergence

scale uncertainties due to 7-pt variations: 
 
    O(20%) uncertainties at LO   
    O(10%) uncertainties at NLO  
    O(5%) uncertainties at NNLO
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Convergence of the perturbative expansion: V+jets @ NNLO

γ

W

Z
NNLO: [Gehrmann-De Ridder, Gehrmann, Glover, Huss, Morgan]

NNLO: [Boughezal, Petriello]

NNLO: [Campbell, Williams]
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[JML et. al.: 1705.04664]

This level of precision for V+jets allows to  
boost the sensitivity of MET+X searches.



MET+X searches

11

• Allows to access a broad range of BSM hypotheses 

1 Introduction

This paper presents the results of a new search for new phenomena in events containing an energetic jet
and large missing transverse momentum p

miss
T (with magnitude Emiss

T ) in proton–proton collisions at a
centre-of-mass energy

p
s = 13 TeV collected by the ATLAS Collaboration at the Large Hadron Collider

(LHC). The final-state monojet signature of at least one energetic jet, Emiss
T > 200 GeV, and no leptons

constitutes a distinctive signature for new physics beyond the Standard Model (SM) at colliders.

In this publication, a data sample corresponding to a total integrated luminosity of 139 fb�1 is used, and
the analysis strategy follows closely that of the previous publication based on 36.1 fb�1 [1]. In addition, a
number of improvements are implemented leading to enhanced sensitivity to new phenomena. The pT
requirements for identifying electrons and muons in the final state are lowered, translating into tighter
lepton vetoes and a larger background reduction, which is also complemented with the inclusion of
⌧-lepton and photon vetoes. The kinematic range covered by the analysis is extended towards lower
thresholds on Emiss

T and leading-jet pT, and new control regions are defined for a better determination of
backgrounds related to top-quark and Z-boson production processes. Finally, the analysis profits from
improved theoretical predictions for W+jets and Z+jets production, including higher order corrections at
next-to-next-to-leading-order (NNLO) in QCD and next-to-leading-order (NLO) in electroweak couplings
supplemented by Sudakov logarithms at two loops.

The monojet signature has been extensively studied at the LHC in the context of searches for large extra
spatial dimensions (LED), supersymmetry (SUSY), weakly interacting massive particles (WIMPs) as
candidates for dark matter (DM) [1–5], and dark energy (DE) inspired models leading to the production of
new scalar particles in the final state [6]. In addition, experimental results have been re-interpreted in terms
of new theoretical scenarios with axion-like particles [7]. Finally, the monojet final state results have been
used to constrain the invisible branching fraction of the Higgs boson [8, 9]. In the following, the di�erent
models are briefly discussed. Figure 1 shows diagrams for some of the models.

q g
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gq
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�

�̄

g�

(a)

qq

�̃0
1

�̃0
1

q

j

q̃

q̃

p

p

(b)
(c)

Figure 1: (a) Diagram for the pair-production of weakly interacting massive particles �, with a mediator ZA with
axial-vector couplings exchanged in the s-channel. (b) A generic diagram for the pair-production of squarks with the
decay mode q̃ ! q + �̃0

1 . The presence of a jet from initial-state radiationis indicated for illustration purposes. (c)
Diagram for the pair production of dark energy scalar fields ' in association with an energetic jet in the final state.

The existence of a non-baryonic form of matter is well established from a number of astronomical
observations [10–12]. The existence of a new, weakly interacting massive particle is often hypothesized [13],
as it leads to the correct relic density for non-relativistic matter in the early universe [14] as measured from
data from the Planck [15] and WMAP [16] Collaborations. For WIMP masses below one TeV, WIMPs
may be pair-produced at the LHC. Traditionally, the monojet-like final state has been considered a golden
channel for the discovery of WIMPs at colliders. In this case, the WIMP pair is produced in association

2

pp→Z(→νν)̅+jets  ⟹  MET + jets

irreducible SM backgrounds:

pp→W(→lv)+jets  ⟹  MET + jets  (lepton lost)
} V + jets

experimental signal:

hard-jet
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Figure 4: Measured distributions of precoil
T for the precoil

T > 200 GeV selection compared to the SM predictions in the
signal region. The latter are normalized with normalization factors as determined by the global fit that considers
exclusive precoil

T control regions. For illustration purposes, the distributions of examples of Dark Energy (DE), SUSY,
and WIMP scenarios are included. The error band in the ratio shown in the lower panel includes both the statistical
and systematic uncertainties in the background predictions. Events with values beyond the range of the histogram are
included in the last bin.

already mentioned, inclusive regions with minimum precoil
T thresholds are used to set model-independent

exclusion limits, and the exclusive regions are used for the interpretation of the results within di�erent
models of new physics. For the latter, the presence of a slight excess of events at high precoil

T limits the
reach of the obtained observed limits, mostly for those models in which the expected signal would be
accumulating at the tail of the precoil

T distribution.

8.1 Model-independent exclusion limits

Results obtained in inclusive precoil
T regions are translated into model-independent observed and expected

95% CL upper limits on the visible cross section, defined as the product of the production cross section,
acceptance and e�ciency � ⇥ A ⇥ ✏ . The limits are extracted from the ratio between the 95% CL upper
limit on the number of signal events and the integrated luminosity, taking into consideration the systematic
uncertainties in the SM backgrounds and the uncertainty in the integrated luminosity. A likelihood fit is
performed separately for each of the inclusive regions IM0–IM12. The results are collected in Table 7.
Values of � ⇥ A ⇥ ✏ above 861 fb (for IM0) and above 0.3 fb (for IM12) are excluded at 95% CL.

20



Determine V+jets DM backgrounds
 global fit of Z(→ll)̅+jets, W(→lν)̅+jets and ɣ+jets 

measurements 

•to determine Z(→νν̅)+jet 

•and the visible channels at high-pT

• hardly any systematics (just QED dressing)
• very precise at low pT
• but: limited statistics at large pT

• fairly large data samples at large pT
• systematics from transfer factors

pTV

Z(→ll)̅+jets

ɣ+jets

Z(→νν̅)+jet

W(→lν)̅+jets

dσ
/d

pT
V

1 TeV

L = 300 fb−1

Z(νν̄)+ jet
Z(ℓ+ℓ−)+ jet
W(ℓν)+ jet
γ+ jet

1

10 1

10 2

10 3

10 4

10 5

10 6

10 7

10 8

NLO QCD for V+jet @ 13 TeV

N
=

σ
(p

T
,V

>
pm

in
T

,V
)
·L

200 500 1000 3000
10−4

10−3

10−2

10−1

1

pmin
T,V [GeV]

1/
√

N

• for 500 GeV < pTV < 1000 GeV: 
background statistics will be at 1% level

• this level of precision is theoretically 
possible @ NNLO QCD + NNLO EW
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Improving MET+X searches with precision
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Fig. 17: Predictions at NLO QCD⌦ nNLO EW and NNLO QCD⌦ nNLO EW for V+ jet spectra (left) and
ratios (right) at 13TeV. The lower frames show the relative impact of NNLO corrections and theory uncertainties
normalised to NLO QCD⌦ nNLO EW. The green and red bands correspond to the combination (in quadrature)
of the perturbative QCD, EW and mixed QCD-EW uncertainties, according to Eq. (76) at NLO QCD⌦ nNLO
EW and NNLO QCD⌦ nNLO EW respectively. PDF uncertainties based on LUXqed_plus_PDF4LHC15_nnlo
are shown at NLO QCD as separate hashed orange bands.

cuts, non-perturbative effects on lepton isolation, etc.,
can then be deduced from the Monte Carlo samples.
The additional uncertainties associated with the Monte
Carlo simulation are expected to be relatively small, in-
sofar as the vector-boson pT distribution that we cal-
culate is closely connected to the main experimental
observables used in MET+jets searches.

Some caution is needed in implementing the results
of this paper: for example the uncertainty prescriptions
are tied to the use of the central values that we provide.

If an experiment relies on central values that differ, e.g.
through the use of MC samples that are not reweighted
to our nominal predictions, then the uncertainty scheme
that we provide may no longer be directly applicable.
Furthermore, for searches that rely on features of the
event other than missing transverse momentum, one
should be aware that our approach might need to be
extended. This would be the case notably for any ob-
servable that relies directly on jet observables, whether
related to the recoiling jet or vetoes on additional jets.
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Z/W

• δZ/W =1-3% for pT < 1 TeV 
• δZ/γ = 3-5% for pT < 1 TeV
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and naive exponentiation of the NLO EW (0.1–2.0%). The variations due to the effect of un-
known Sudakov logs is correlated across the Z + jets, W + jets, g + jets processes and also
correlated across the bins of hadronic recoil pT. The nuisance parameters related to the missing
NNLO effects and to the difference between the NLL Sudakov approximation and the naive
exponentiation are treated as uncorrelated across Z + jets, W + jets, g + jets processes, and an
independent nuisance parameter was used for each process.

EW and QCD corrections are combined with a multiplicative approach. To account for the
uncertainty due to nonfactorized mixed EW-QCD effects, ten percent of the difference between
the corrections done in the multiplicative description and the additive approach is used as a
separate nuisance parameter (0.01%-0.02%). This parameter is treated as correlated across the
process and across the pT bins.

Experimental uncertainties including the reconstruction efficiency (1% per muon or electron),
and selection efficiencies of leptons (1% per muon and 2% per electron), photons (2%), and
hadronically decaying t leptons (1–3%) are also incorporated. Uncertainties in the purity of
photons in the g + jets control sample (2%), and in the efficiency of the electron (2%), photon
(2%), and E

miss
T (1–4%) triggers, are included and are fully correlated across all the bins of

hadronic recoil pT.

An important cross-check of the application of pT-dependent NLO QCD and EW K-factors
is the pre-fit ratio in data and simulation for the Z + jets events to both g + jets events and
W + jets events in the control regions as a function of hadronic recoil. Figure 3 shows the
ratio between Z(``) + jets, and g + jets and the ratio of Z(``) + jets and W(`n) + jets events
as a function of the recoil for the monojet category. While we do not explicitly use a W(`n) +
jets /g + jets constraint in the analysis, the two cross sections are connected through the Z +
jets /g + jets and Z + jets /W + jets constraints. Therefore, it is instructive to examine the
data-MC comparison of the W(`n) + jets /g + jets ratio. This is shown in the same figure.
Good agreement is observed between data and simulation after the application of the NLO
corrections.
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Figure 3: Comparison between data and Monte Carlo simulation of the Z(``) /g + jets,
Z(``)/W(`n), and W(`n) /g + jets ratio as a function of the hadronic recoil in the monojet cat-
egory. The gray bands include both the (pre-fit) systematic uncertainties and the statistical
uncertainty in the simulation.

Figures 4–8 show the results of the combined fit in all control samples. Data in the control sam-
ples are compared to the pre-fit predictions from simulation and the post-fit estimates obtained
after performing the fit. The control samples with larger yields dominate the fit results.

Combined uncertainties on V+jets ratios

Z(ℓ+ℓ−) / W(ℓν)

Z(ℓ+ℓ−) / γ

W−(ℓ−ν̄) / W+(ℓ+ν)
Z(ℓ+ℓ−) / Z(νν̄)

W−(ℓ−ν̄) / W+(ℓ+ν)

Z(ℓ+ℓ−) / γ

Z(ℓ+ℓ−) / W(ℓν)

Z(ℓ+ℓ−) / Z(νν̄)

NLO QCD ⊗ nNLO EW
NNLO QCD ⊗ nNLO EW
PDF Uncertanties (LUXqed)

10−2

10−1

1

V+jet ratios @ 13 TeV

R

0.9

0.95

1.0

1.05

1.1

d
σ

/
d

σ
N

L
O

Q
C

D

0.9

0.95

1.0

1.05

1.1

d
σ

/
d

σ
N

L
O

Q
C

D

0.9

0.95

1.0

1.05

1.1

d
σ

/
d

σ
N

L
O

Q
C

D

100 200 500 1000 3000

0.9

0.95

1.0

1.05

1.1

pT,V [GeV]

d
σ

/
d

σ
N

L
O

Q
C

D

31

Z(`+`�)+ jet

W�(`� n̄)+ jet

W+(`+n)+ jet

g+ jet

10 x W�(`� n̄)+ jet

100 x W+(`+n)+ jet

Z(`+`�)+ jet

1000 x g+ jet

NLO QCD ⌦ nNLO EW

NNLO QCD ⌦ nNLO EW

PDF Uncertanties (LUXqed)

10�10
10�9
10�8
10�7
10�6
10�5
10�4
10�3
10�2
10�1

1
10 1
10 2
10 3
10 4
10 5

V+jet @ 13 TeV

d
s

/
d

p T
,V

[p
b

/
G

e
V

]

0.8
0.85

0.9
0.95

1.0
1.05

1.1
1.15

1.2

d
s

/
d

s N
L

O
Q

C
D

0.8
0.85

0.9
0.95

1.0
1.05

1.1
1.15

1.2

d
s

/
d

s N
L

O
Q

C
D

0.8
0.85

0.9
0.95

1.0
1.05

1.1
1.15

1.2

d
s

/
d

s N
L

O
Q

C
D

100 200 500 1000 3000
0.8

0.85
0.9

0.95
1.0

1.05
1.1

1.15
1.2

pT,V [GeV]

d
s

/
d

s N
L

O
Q

C
D

Z(`+`�) / W(`n)

Z(`+`�) / g

W�(`� n̄) / W+(`+n)Z(`+`�) / Z(nn̄)

W�(`� n̄) / W+(`+n)

Z(`+`�) / g

Z(`+`�) / W(`n)

Z(`+`�) / Z(nn̄)

NLO QCD ⌦ nNLO EW

NNLO QCD ⌦ nNLO EW

PDF Uncertanties (LUXqed)

10�2

10�1

1

V+jet ratios @ 13 TeV

R

0.9

0.95

1.0

1.05

1.1

d
s

/
d

s N
L

O
Q

C
D

0.9

0.95

1.0

1.05

1.1

d
s

/
d

s N
L

O
Q

C
D

0.9

0.95

1.0

1.05

1.1

d
s

/
d

s N
L

O
Q

C
D

100 200 500 1000 3000

0.9

0.95

1.0

1.05

1.1

pT,V [GeV]

d
s

/
d

s N
L

O
Q

C
D

Fig. 17: Predictions at NLO QCD⌦ nNLO EW and NNLO QCD⌦ nNLO EW for V+ jet spectra (left) and
ratios (right) at 13TeV. The lower frames show the relative impact of NNLO corrections and theory uncertainties
normalised to NLO QCD⌦ nNLO EW. The green and red bands correspond to the combination (in quadrature)
of the perturbative QCD, EW and mixed QCD-EW uncertainties, according to Eq. (76) at NLO QCD⌦ nNLO
EW and NNLO QCD⌦ nNLO EW respectively. PDF uncertainties based on LUXqed_plus_PDF4LHC15_nnlo
are shown at NLO QCD as separate hashed orange bands.

cuts, non-perturbative effects on lepton isolation, etc.,
can then be deduced from the Monte Carlo samples.
The additional uncertainties associated with the Monte
Carlo simulation are expected to be relatively small, in-
sofar as the vector-boson pT distribution that we cal-
culate is closely connected to the main experimental
observables used in MET+jets searches.

Some caution is needed in implementing the results
of this paper: for example the uncertainty prescriptions
are tied to the use of the central values that we provide.

If an experiment relies on central values that differ, e.g.
through the use of MC samples that are not reweighted
to our nominal predictions, then the uncertainty scheme
that we provide may no longer be directly applicable.
Furthermore, for searches that rely on features of the
event other than missing transverse momentum, one
should be aware that our approach might need to be
extended. This would be the case notably for any ob-
servable that relies directly on jet observables, whether
related to the recoiling jet or vetoes on additional jets.

CR

Z/γ

Z/W

• δZ/W =1-3% for pT < 1 TeV 
• δZ/γ = 3-5% for pT < 1 TeV
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Figure 3: Differential cross section ratio of Z + jets to g + jets as a function of the vec-
tor boson (V) transverse momentum compared with the theoretical prediction from MAD-
GRAPH5 aMC@NLO and SHERPA + OPENLOOPS. Only vector bosons produced centrally, with
|y| < 1.4, in association with one or more jets are considered. The lower panel shows the
ratio of the theoretical prediction to the unfolded data. The vertical bars in the upper panel
represent the statistical uncertainty in the measurement and the hatched band in the lower
and upper panels is the sum in quadrature of the statistical and systematic uncertainty compo-
nents in the measurement. The dark (light) shaded band on the NLO prediction from MAD-
GRAPH5 aMC@NLO represents the PDF (scale) uncertainties, which are treated as uncorrelated
between Z + jets and g + jets, whereas the statistical uncertainties are barely visible. The
shaded band on the SHERPA + OPENLOOPS calculation is the statistical uncertainty.

The unfolded distribution for the angular separation between the Z boson and the closest jet is
shown in Fig. 4 and compared with predictions from MADGRAPH5 aMC@NLO and SHERPA +
OPENLOOPS. The peak around DRZ,j = 3.4 corresponds to the back-to-back production of a Z
boson and a jet, whereas the region below DRZ,j ⇡ 2.5 is enhanced in the collinear emission of a
Z boson close to a jet. The theoretical predictions are generally consistent with the data within
the uncertainties for the case where the leading jet pT is above 500 GeV. The LO prediction from
MADGRAPH5 aMC@NLO underpredicts the data for DRZ,j > 1.8, whereas the NLO prediction
is consistent within uncertainties for the bulk of the distribution with the largest discrepancy
for DRZ,j below 0.8 for leading jet pT > 300 GeV, the region dominated by collinear production.
The SHERPA + OPENLOOPS prediction is typically higher than the data for the region below
DRZ,j ⇡ 1.8, but has a large statistical uncertainty and is mostly consistent with the data within
these uncertainties.
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The Zoo of MET+X searches
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2 1 Introduction
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Figure 1: Feynman diagrams illustrative of the processes beyond the SM considered in this
paper: (upper left) DM production in a simplified model with a spin-1 mediator Z0; (upper
right) DM production in a simplified model with a spin-0 mediator f; (lower left) production
of a Higgs boson in association with Z boson with subsequent decay of the Higgs boson into
invisible particles; (lower right) unparticle or graviton production. The diagrams were drawn
using the TIKZ-FEYNMAN package [11].

A primary focus of the LHC physics program after the discovery of a Higgs boson (H) [12–
14] by the ATLAS and CMS Collaborations is the study of the properties of this new particle.
The observation of a sizable branching fraction of the Higgs boson to invisible states [15–17]
would be a strong sign of BSM physics. Supersymmetric (SUSY) models embodying R-parity
conservation contain a stable neutral lightest SUSY particle (LSP), e.g., the lightest neutralino
[18], leading to the possibility of decays of the Higgs boson into pairs of LSPs. Certain models
with extra spatial dimensions predict graviscalars that could mix with the Higgs boson [18].
As a consequence, the Higgs boson could oscillate to a graviscalar and disappear from the SM
brane. The signature would be equivalent to an invisible decay of the Higgs boson. There could
also be contributions from Higgs boson decays into graviscalars [19]. This analysis considers
decays into invisible particles of an SM-like Higgs boson produced in association with a Z
boson, as shown in Fig. 1 (lower left).

Another popular BSM paradigm considered here is the Arkani-Hamed–Dimopoulos–Dvali
(ADD) model with large extra spatial dimensions [20–22], which is motivated by the hierar-
chy problem, i.e., the disparity between the electroweak unification scale (MEW ⇠ 1 TeV) and
the Planck scale (MPl ⇠ 1016 TeV). This model predicts graviton (G) production via the process
qq ! Z + G. The graviton escapes detection, leading to a mono-Z signature (Fig. 1, lower
right). In the ADD model, the apparent Planck scale in four space-time dimensions is given by
M

2
Pl ⇡ M

n+2
D R

n, where MD is the true Planck scale of the full n+4 dimensional space-time and
R is the compactification radius of the extra dimensions. Assuming MD is of the same order
as MEW, the observed large value of MPl points to an R of order 1 mm to 1 fm for 2 to 7 ex-
tra dimensions. The consequence of the large compactification scale is that the mass spectrum
of the Kaluza–Klein graviton states becomes nearly continuous, resulting in a broad Z boson
transverse momentum (pT) spectrum.

The final BSM model considered in this analysis is the phenomenologically interesting concept
of unparticles, which appear in the low-energy limit of conformal field theories. In the high-
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Figure 1: Feynman diagrams for the main production processes targeted in the searches con-
sidered in the combination: qq ! qqH (left), qq ! VH (center), and gg ! gH (right).

crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter
(HCAL) are installed, each composed of a barrel and two endcap sections. The tracker sys-
tem measures the momentum of charged particles up to a pseudorapidity of |h| = 2.5, while
the electromagnetic and the hadron calorimeters provide coverage up to |h| = 3. Moreover,
the steel and quartz-fiber Čerenkov hadron forward calorimeter (HF) extends the coverage to
|h| = 5. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke
outside the solenoid, which cover up to |h| = 2.4.

Events of interest are selected using a two-tiered trigger system [18]. The first level (L1) is
composed by custom hardware processors, which use information from the calorimeters and
muon detectors to select events at a rate of about 100 kHz. The second level, known as high-
level trigger (HLT), is a software based system which runs a version of the CMS full event
reconstruction optimized for fast processing, reducing the event rate to about 1 kHz.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [19].

3 Event reconstruction

The particle-flow (PF) event algorithm [20] reconstructs and identifies each individual particle
with an optimized combination of information from the various elements of the CMS detec-
tor. The energy of photons is directly obtained from the ECAL measurement, corrected for
zero-suppression effects. The energy of electrons is determined from a combination of the elec-
tron momentum at the primary interaction vertex, as determined by the tracker, the energy of
the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially
compatible with originating from the electron track. The energy of muons is obtained from
the curvature of the corresponding tracks. The energy of charged hadrons is determined from
a combination of their momentum measured in the tracker and the matching of ECAL and
HCAL energy deposits, corrected for zero-suppression effects and for the response function of
the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from
the corresponding corrected ECAL and HCAL energy.

The missing transverse momentum vector (~pmiss
T ) is computed as the negative vector sum of

the transverse momenta (pT) of all the PF candidates in an event, and its magnitude is denoted
as p

miss
T . Hadronic jets are reconstructed by clustering PF candidates through the anti-kT algo-

rithm [21, 22], with a distance parameter of 0.4. The reconstructed vertex, with the largest value
of summed physics-object p

2
T, is taken to be the primary pp interaction vertex. The charged PF

candidates originating from any other vertex are ignored during the jet finding procedure. Jet
momentum is determined as the vectorial sum of all particle momenta inside the jet, and is
found, from simulation, to be within 5 to 10% of the true momentum over the whole pT spec-
trum and detector acceptance. An offset correction is applied to jet energies to take into account
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2 1 Introduction
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Figure 1: Feynman diagrams illustrative of the processes beyond the SM considered in this
paper: (upper left) DM production in a simplified model with a spin-1 mediator Z0; (upper
right) DM production in a simplified model with a spin-0 mediator f; (lower left) production
of a Higgs boson in association with Z boson with subsequent decay of the Higgs boson into
invisible particles; (lower right) unparticle or graviton production. The diagrams were drawn
using the TIKZ-FEYNMAN package [11].

A primary focus of the LHC physics program after the discovery of a Higgs boson (H) [12–
14] by the ATLAS and CMS Collaborations is the study of the properties of this new particle.
The observation of a sizable branching fraction of the Higgs boson to invisible states [15–17]
would be a strong sign of BSM physics. Supersymmetric (SUSY) models embodying R-parity
conservation contain a stable neutral lightest SUSY particle (LSP), e.g., the lightest neutralino
[18], leading to the possibility of decays of the Higgs boson into pairs of LSPs. Certain models
with extra spatial dimensions predict graviscalars that could mix with the Higgs boson [18].
As a consequence, the Higgs boson could oscillate to a graviscalar and disappear from the SM
brane. The signature would be equivalent to an invisible decay of the Higgs boson. There could
also be contributions from Higgs boson decays into graviscalars [19]. This analysis considers
decays into invisible particles of an SM-like Higgs boson produced in association with a Z
boson, as shown in Fig. 1 (lower left).

Another popular BSM paradigm considered here is the Arkani-Hamed–Dimopoulos–Dvali
(ADD) model with large extra spatial dimensions [20–22], which is motivated by the hierar-
chy problem, i.e., the disparity between the electroweak unification scale (MEW ⇠ 1 TeV) and
the Planck scale (MPl ⇠ 1016 TeV). This model predicts graviton (G) production via the process
qq ! Z + G. The graviton escapes detection, leading to a mono-Z signature (Fig. 1, lower
right). In the ADD model, the apparent Planck scale in four space-time dimensions is given by
M

2
Pl ⇡ M

n+2
D R

n, where MD is the true Planck scale of the full n+4 dimensional space-time and
R is the compactification radius of the extra dimensions. Assuming MD is of the same order
as MEW, the observed large value of MPl points to an R of order 1 mm to 1 fm for 2 to 7 ex-
tra dimensions. The consequence of the large compactification scale is that the mass spectrum
of the Kaluza–Klein graviton states becomes nearly continuous, resulting in a broad Z boson
transverse momentum (pT) spectrum.

The final BSM model considered in this analysis is the phenomenologically interesting concept
of unparticles, which appear in the low-energy limit of conformal field theories. In the high-
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Figure 1: Feynman diagrams for the main production processes targeted in the searches con-
sidered in the combination: qq ! qqH (left), qq ! VH (center), and gg ! gH (right).

crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter
(HCAL) are installed, each composed of a barrel and two endcap sections. The tracker sys-
tem measures the momentum of charged particles up to a pseudorapidity of |h| = 2.5, while
the electromagnetic and the hadron calorimeters provide coverage up to |h| = 3. Moreover,
the steel and quartz-fiber Čerenkov hadron forward calorimeter (HF) extends the coverage to
|h| = 5. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke
outside the solenoid, which cover up to |h| = 2.4.

Events of interest are selected using a two-tiered trigger system [18]. The first level (L1) is
composed by custom hardware processors, which use information from the calorimeters and
muon detectors to select events at a rate of about 100 kHz. The second level, known as high-
level trigger (HLT), is a software based system which runs a version of the CMS full event
reconstruction optimized for fast processing, reducing the event rate to about 1 kHz.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [19].

3 Event reconstruction

The particle-flow (PF) event algorithm [20] reconstructs and identifies each individual particle
with an optimized combination of information from the various elements of the CMS detec-
tor. The energy of photons is directly obtained from the ECAL measurement, corrected for
zero-suppression effects. The energy of electrons is determined from a combination of the elec-
tron momentum at the primary interaction vertex, as determined by the tracker, the energy of
the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially
compatible with originating from the electron track. The energy of muons is obtained from
the curvature of the corresponding tracks. The energy of charged hadrons is determined from
a combination of their momentum measured in the tracker and the matching of ECAL and
HCAL energy deposits, corrected for zero-suppression effects and for the response function of
the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from
the corresponding corrected ECAL and HCAL energy.

The missing transverse momentum vector (~pmiss
T ) is computed as the negative vector sum of

the transverse momenta (pT) of all the PF candidates in an event, and its magnitude is denoted
as p

miss
T . Hadronic jets are reconstructed by clustering PF candidates through the anti-kT algo-

rithm [21, 22], with a distance parameter of 0.4. The reconstructed vertex, with the largest value
of summed physics-object p

2
T, is taken to be the primary pp interaction vertex. The charged PF

candidates originating from any other vertex are ignored during the jet finding procedure. Jet
momentum is determined as the vectorial sum of all particle momenta inside the jet, and is
found, from simulation, to be within 5 to 10% of the true momentum over the whole pT spec-
trum and detector acceptance. An offset correction is applied to jet energies to take into account
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NNLO QCD + NLO EW for VV: pTV2
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NNLO QCD⇥EW As a possible approximation of the mixed QCD–EW higher-order corrections
we consider the factorised combination

d�
NNLO QCD⇥EW

= d�
LO

�
1 + �

QCD

�
(1 + �

EW
) + d�

gg

LO
, (2.7)

where the EW correction factor is applied to the entire NNLO QCD cross section except for the
loop-induced gg channel, for which the EW corrections �

EW
of the qq̄ and �� channels are not

applicable. The prescription (2.7) can also be written in the form

d�
NNLO QCD⇥EW

= d�
NNLO QCD+EW

+ d�
LO

�
QCD

�
EW

. (2.8)

Thus, the factorised combination (2.8) generates extra O(↵S↵) and O(↵
2

S
↵) mixed QCD–EW cor-

rections. Provided that the dominant sources of QCD and EW corrections factorise, such terms
can be regarded as a reasonable approximation of mixed QCD–EW effects. For instance, at scat-
tering energies Q � MW this assumption is justified when EW effects are dominated by Sudakov
logarithms, and the dominant QCD effects arise at scales well below Q, factorising with respect to
the underlying hard-V V process. In such cases, the factorised prescription (2.7) should be regarded
as a superior prediction as compared to the additive combination (2.6).

NNLO QCD⇥EWqq As a motivation for an alternative combination, let us highlight the role
of individual partonic channels in the factorised formula (2.7). To this end we rewrite the QCD
corrections as

d�
NNLO QCD

= d�
qq̄

LO

⇣
1 + �

qq̄

QCD

⌘
+ d�

��

LO
+ d�

gg

LO
, (2.9)

where �qq̄
QCD

includes the same QCD corrections as �
QCD

, but is normalised to the LO cross section in
the qq̄ channel. Moreover we split the EW corrections into contributions from the qq̄ and �-induced
channels,

d�
NLO EW

= d�
qq̄

LO

�
1 + �

qq̄

EW

�
+ d�

��

LO

⇣
1 + �

��/q�

EW

⌘
. (2.10)

Here in the factor �
qq̄

EW
we include only O(↵) corrections from the qq̄ channel, whereas all other

O(↵) effects stemming from the �� and q� channels8 are included in the factor �
��/q�

EW
. Using the

notation of eqs. (2.9)–(2.10) we can rewrite the factorised formula (2.7) as

d�
NNLO QCD⇥EW

=

h
d�

qq̄

LO

⇣
1 + �

qq̄

QCD

⌘
+ d�

��

LO

i
(1 + �

EW
) + d�

gg

LO
, (2.11)

where the EW K-factor corresponds to

�
EW

=
�
qq̄

EW
d�

qq̄

LO
+ �

��/�q

EW
d�

��

LO

d�
qq̄

LO
+ d�

��

LO

, (2.12)

and can be regarded as the weighted average of the corrections in the qq̄ and �� channels. The
representation (2.11) demonstrates that the factorised combination does not induce any O(↵S) effect
in the �� and gg channels. The only nontrivial factorised correction arises from the term �

qq̄

QCD
�
EW

,

8This ad-hoc splitting of EW corrections deserves some comments. As pointed out in ref. [43], (anti)quark-photon
channels have the twofold role of EW corrections to the qq̄ and �� channels and are connected to both channels
via collinear singularities. Thus, they cannot be entirely associated with one or the other channel. For this reason,
eq. (2.10) should be understood as a purely technical separation of qq̄ and �-induced corrections, which can be adopted
upon subtraction of collinear singularities (based on dipole subtraction in our implementation). As discussed below,
the choice of handling the q� channels as corrections to the �� channel (rather than to the dominant qq̄ channel) is
motivated by the fact that the q� channels can lead to giant EW K-factors that cannot be combined with the QCD
corrections with a factorised prescription.
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are dominated by soft EW boson radiation on top of hard V j production. Actually, the leading
source of O(↵S↵) corrections is given by the NLO EW corrections to the enhanced pp ! V V j

channel, which cannot be captured through a naive factorised combination of the NLO QCD and
NLO EW corrections to pp ! V V .

When presenting our results in section 3, the problem of giant K-factors in the inclusive phase
space will be illustrated. We will show that giant K-factors can be avoided by means of selection cuts
that require a similar hardness of the two vector bosons, e.g. by direct requirements on the hardness
of the softer vector boson or by imposing a veto against hard QCD radiation. This will restrict
the phase space to hard-V V topologies and suppress hard-V j production. Besides reducing the
size of mixed QCD–EW higher-order effects and their respective theoretical uncertainties, selecting
hard-V V topologies enhances the sensitivity of experimental measurements that aim at extracting
new-physics effects in vector-boson pair processes, such as anomalous triple gauge couplings, from
the tails of kinematic distributions. On the other hand, a reliable inclusive description of diboson
production is indispensable for background simulations in direct searches at the TeV scale. This can
be achieved by merging pp ! V V and pp ! V V j production including NLO QCD and NLO EW
corrections as demonstrated in ref. [77]. The extension of this approach to NNLO QCD+EW is
beyond the scope of the present paper.

2.6 Combination of QCD and EW corrections

When QCD and EW corrections are both large, also NNLO mixed QCD–EW effects of relative
O(↵S↵) and beyond can become important. In order to gain insights into such higher-order effects,
we consider a standard additive combination of NNLO QCD and NLO EW corrections and compare
it against factorised combination prescriptions. To this end, we express higher-order effects in terms
of relative correction factors with respect to the LO differential cross section,

d�
LO

= d�
qq̄

LO
+ d�

��

LO
, (2.3)

which involves O(↵
4
) contributions from the qq̄ and �� channels.6 Higher-order QCD contributions

can be cast into the form

d�
NNLO QCD

= d�
LO

�
1 + �

QCD

�
+ d�

gg

LO
, (2.4)

where d�
gg

LO
is the O(↵

2

S
↵
4
) contribution of the loop-induced gg channel, and all other QCD correc-

tions are embodied in the correction factor �
QCD

, which includes the O(↵S) and O(↵
2

S
) corrections

of the qq̄, qg/q̄g, gg and qq/q̄q̄ channels.7 Similarly, the NLO EW cross section can be written as

d�
NLO EW

= d�
LO

(1 + �
EW

) , (2.5)

where all O(↵) corrections in the qq̄, �� and q� (including q̄� is implicitly understood) channels are
incorporated into the factor �

EW
. For the combination of QCD and EW corrections we consider

three different prescriptions.

NNLO QCD+EW The first prescription amounts to a purely additive combination,

d�
NNLO QCD+EW

= d�
LO

�
1 + �

QCD
+ �

EW

�
+ d�

gg

LO
, (2.6)

where all terms of O(↵
4
), O(↵S↵

4
), O(↵

5
) and O(↵

2

S
↵
4
) are simply summed.

6Note that the �� channel contributes only to ZZ and WW production. The same holds for the gg channel
contributing at NNLO QCD.

7Here and in the following, higher-order contributions (or terms) of O(↵n
S↵

4+m) are also referred to as corrections
(or effects) of O(↵n

S↵
m).
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NNLO QCD⇥EW As a possible approximation of the mixed QCD–EW higher-order corrections
we consider the factorised combination

d�
NNLO QCD⇥EW

= d�
LO

�
1 + �

QCD

�
(1 + �

EW
) + d�

gg

LO
, (2.7)

where the EW correction factor is applied to the entire NNLO QCD cross section except for the
loop-induced gg channel, for which the EW corrections �

EW
of the qq̄ and �� channels are not

applicable. The prescription (2.7) can also be written in the form

d�
NNLO QCD⇥EW

= d�
NNLO QCD+EW

+ d�
LO

�
QCD

�
EW

. (2.8)

Thus, the factorised combination (2.8) generates extra O(↵S↵) and O(↵
2

S
↵) mixed QCD–EW cor-

rections. Provided that the dominant sources of QCD and EW corrections factorise, such terms
can be regarded as a reasonable approximation of mixed QCD–EW effects. For instance, at scat-
tering energies Q � MW this assumption is justified when EW effects are dominated by Sudakov
logarithms, and the dominant QCD effects arise at scales well below Q, factorising with respect to
the underlying hard-V V process. In such cases, the factorised prescription (2.7) should be regarded
as a superior prediction as compared to the additive combination (2.6).

NNLO QCD⇥EWqq As a motivation for an alternative combination, let us highlight the role
of individual partonic channels in the factorised formula (2.7). To this end we rewrite the QCD
corrections as

d�
NNLO QCD

= d�
qq̄

LO

⇣
1 + �

qq̄

QCD

⌘
+ d�

��

LO
+ d�

gg

LO
, (2.9)

where �qq̄
QCD

includes the same QCD corrections as �
QCD

, but is normalised to the LO cross section in
the qq̄ channel. Moreover we split the EW corrections into contributions from the qq̄ and �-induced
channels,

d�
NLO EW

= d�
qq̄

LO

�
1 + �

qq̄

EW

�
+ d�

��

LO

⇣
1 + �

��/q�

EW

⌘
. (2.10)

Here in the factor �
qq̄

EW
we include only O(↵) corrections from the qq̄ channel, whereas all other

O(↵) effects stemming from the �� and q� channels8 are included in the factor �
��/q�

EW
. Using the

notation of eqs. (2.9)–(2.10) we can rewrite the factorised formula (2.7) as

d�
NNLO QCD⇥EW

=

h
d�

qq̄

LO

⇣
1 + �

qq̄

QCD

⌘
+ d�

��

LO

i
(1 + �

EW
) + d�

gg

LO
, (2.11)

where the EW K-factor corresponds to

�
EW

=
�
qq̄

EW
d�

qq̄

LO
+ �

��/�q

EW
d�

��

LO

d�
qq̄

LO
+ d�

��

LO

, (2.12)

and can be regarded as the weighted average of the corrections in the qq̄ and �� channels. The
representation (2.11) demonstrates that the factorised combination does not induce any O(↵S) effect
in the �� and gg channels. The only nontrivial factorised correction arises from the term �

qq̄

QCD
�
EW

,

8This ad-hoc splitting of EW corrections deserves some comments. As pointed out in ref. [43], (anti)quark-photon
channels have the twofold role of EW corrections to the qq̄ and �� channels and are connected to both channels
via collinear singularities. Thus, they cannot be entirely associated with one or the other channel. For this reason,
eq. (2.10) should be understood as a purely technical separation of qq̄ and �-induced corrections, which can be adopted
upon subtraction of collinear singularities (based on dipole subtraction in our implementation). As discussed below,
the choice of handling the q� channels as corrections to the �� channel (rather than to the dominant qq̄ channel) is
motivated by the fact that the q� channels can lead to giant EW K-factors that cannot be combined with the QCD
corrections with a factorised prescription.
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•difference very conservative upper bound on  O(↵S↵)

•multiplicative/factorised combination clearly superior (EW Sudakov logs x soft QCD) 

•dominant uncertainty at large pTV2:            ~   O(↵2)

where QCD corrections to the qq̄ channel are combined with the average EW corrections in the qq̄

and �� channels. The latter includes contributions from q� channels that can give rise to giant
EW K-factors, in which case a factorised treatment is not justified (see section 3.3 for a detailed
discussion). For this reason we consider the alternative combination formula

d�
NNLO QCD⇥EWqq

= d�
qq̄

LO

⇣
1 + �

qq̄

QCD

⌘ �
1 + �

qq̄

EW

�
+ d�

��

LO

⇣
1 + �

��/q�

EW

⌘
+ d�

gg

LO
, (2.13)

where the factorisation of EW corrections is restricted to the qq̄ channel, while photon-induced
channels and the loop-induced gg contribution are treated in an additive way. In analogy with
eq. (2.8), the prescription (2.13) can be rewritten as

d�
NNLO QCD⇥EWqq

= d�
NNLO QCD+EW

+ d�
LO

�
QCD

�
qq̄

EW
. (2.14)

Both multiplicative combinations (2.8) and (2.14) are implemented at the level of individual
distributions by computing the relevant differential EW K-factors �

EW
and �

qq̄

EW
on a bin-by-bin

basis.
When QCD corrections are dominated by hard effects that do not factorise with respect to the

hard-V V subprocess, like in the case of giant K-factors, the difference between the additive and
the modified multiplicative combination can be regarded as a rough indication of the magnitude of
potential effects of O(↵S↵) and beyond. More details on uncertainty estimates of missing mixed
QCD–EW corrections will be discussed in section 3. As far as pure QCD uncertainties are con-
cerned, they are estimated through customary variations of the renormalisation and factorisation
scales. Uncertainties from missing EW corrections beyond O(↵) are not addressed in this paper:
the dominant source of O(↵

2
) effects at high energy are two-loop Sudakov logarithms of the form

↵
2
w
log

4
(Q

2
/M

2

W
), which should be included in order to achieve few-percent accuracy at high pT.

The expected size of these two-loop EW effects, assuming naive Sudakov exponentiation, is around
1

2
�
2

EW
.

3 Phenomenological results

In this section we present numerical results for the selected diboson processes

pp ! `
�
`
+
⌫`0 ⌫̄`0 (ZZ) , (3.1)

pp ! `
�
`
0+
⌫`0 ⌫̄` (WW ) , (3.2)

pp ! `
�
`
+
`
0±
⌫`0 (WZ) . (3.3)

All cross sections correspond to the contribution from one lepton family `, `
0
= e or µ, and `

0
6= `.

In the case of WZ production, the QCD and EW corrections are combined at the level of the
individual W+

Z and W
�
Z subprocesses, and their cross sections are summed up afterwards.

3.1 Setup

In the following we specify the employed input parameters, scale choices, PDFs, and selection cuts.

Input parameters and schemes The values of the employed coupling constants, masses and
widths are listed in table 2. The value of mb depends on the employed flavour-number scheme.
For ZZ and WZ production we use the five-flavour scheme with mb = 0, while in the case of WW

production we adopt the four-flavour scheme with mb = 4.75GeV. This renders real-emission chan-
nels with bottom quarks in the final state separately finite, allowing us to remove such channels
from our predictions. In this way, the WW cross section can be defined without any contamination
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6= `.

In the case of WZ production, the QCD and EW corrections are combined at the level of the
individual W+

Z and W
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Z subprocesses, and their cross sections are summed up afterwards.

3.1 Setup

In the following we specify the employed input parameters, scale choices, PDFs, and selection cuts.

Input parameters and schemes The values of the employed coupling constants, masses and
widths are listed in table 2. The value of mb depends on the employed flavour-number scheme.
For ZZ and WZ production we use the five-flavour scheme with mb = 0, while in the case of WW

production we adopt the four-flavour scheme with mb = 4.75GeV. This renders real-emission chan-
nels with bottom quarks in the final state separately finite, allowing us to remove such channels
from our predictions. In this way, the WW cross section can be defined without any contamination

– 11 –

pTV2

[M. Grazzini, S. Kallweit, JML, S. Pozzorini, M. Wiesemann; 1912.00068]



19
pTV1

pT,V1
[GeV]

20001000500200
pT,V1

[GeV]
20001000500200

M
a
t
r
ix

+
O
p
e
n
L
o
o
p
s

baseline cuts
WZ

LHC
√
s = 13TeVpp → ℓ−ℓ+ℓ′νℓ′

M
a
t
r
ix

+
O
p
e
n
L
o
o
p
s

baseline cuts
WZ

LHC
√
s = 13TeVpp → ℓ−ℓ+ℓ′νℓ′

pT,V1
[GeV]

20001000500200100
pT,V1

[GeV]
20001000500200100

baseline cuts
WW

pp → ℓ−ℓ′+νℓ′ν̄ℓ

baseline cuts
WW

pp → ℓ−ℓ′+νℓ′ν̄ℓ

pT,V1
[GeV]

d
σ
/d

σ
N
N
L
O

Q
C
D
−

1[
%
]

1000500200100

+40

+20

0

−20

−40

−60

−80

−100
NNLO QCD×EW
NNLO QCD×EWqq

NNLO QCD+EW
NNLO QCD

pT,V1
[GeV]

d
σ
/d

σ
N
N
L
O

Q
C
D
−

1[
%
]

1000500200100

+40

+20

0

−20

−40

−60

−80

−100

K
-f
ac
to
r

20
10
5

2
1

0.5

0.2
0.1 NNLO QCD/NLO QCD

NLO QCD/LO
NLO EW/LOK

-f
ac
to
r

20
10
5

2
1

0.5

0.2
0.1

baseline cuts
ZZ

d
σ
/d

p T
,V

1
[f
b
/G

eV
]

pp → ℓ−ℓ+νℓ′ν̄ℓ′

1

10−1

10−2

10−3

10−4

10−5

10−6

10−7

10−8
NNLO QCD
NLO QCD
NLO EW
LO

baseline cuts
ZZ

d
σ
/d

p T
,V

1
[f
b
/G

eV
]

pp → ℓ−ℓ+νℓ′ν̄ℓ′

1

10−1

10−2

10−3

10−4

10−5

10−6

10−7

10−8

Giant QCD K-factors and EW corrections: pTV1

•NLO QCD/LO=2-5! (“giant K-factor” [Rubin, Salam, Sapeta, ‘10])
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•at large pTV1: VV phase-space is dominated by V+jet (w/ soft V radiation)

•Very large difference vs.

•NNLO / NLO QCD moderate and NNLO uncert. 5-10%

•NLO EW/LO=-(40-50)%

Figure 5. Generic pp ! V V j topologies and kinematic regions that give rise to giant K-factors in the
quark–gluon channel at NLO QCD. The blob denotes the hard scattering subprocess gq ! V q at the scale
Q � MW , while the subleading vector boson (red) is radiated by one of the SU(2)⇥U(1) charged external
states giving rise to EW logarithms of soft and collinear kind.

proportional to

d�
V (V )j

d�
LO

V V

/ ↵S log
2

✓
Q

2

M
2

W

◆
' 3 at Q = 1TeV . (2.2)

General real-emission topologies that lead to giant K-factors are depicted in figure 5. They cor-
respond to a hard pp ! V j subprocess at the scale Q � MW supplemented by soft vector-boson
radiation. The corresponding kinematic regions will be referred to as hard-V j regions, and they are
characterised by a hard jet with pT,j ⇠ Q and a large gap between the leading and subleading vector
boson, pT,V2

⌧ pT,V1
. Conversely, standard QCD radiation effects correspond to a hard subprocess

pp ! V V at the scale Q and QCD radiation at scales well below Q. In this case the two vector
bosons are comparably hard, and such phase space regions will be classified as hard-V V regions.

Noteworthy, giant K-factors can also arise at NLO EW, where they appear in �q ! V V q real-
emission processes with a hard �q ! V q subprocess and soft vector-boson radiation, as well as in
crossing-related qq̄ ! V V � processes with a hard qq̄ ! V � subprocess. At NLO EW, in addition
to the topologies of figure 5 with gluons replaced by photons, also extra topologies where the soft
vector boson is radiated off external photons arise. Here, the giant K-factor mechanism leads to
NLO EW effects of order ↵w log

2
(Q

2
/M

2

W
), and these are dominated by the �q ! V V q channel.

The appearance of giant K-factors at NLO raises important questions concerning the conver-
gence of the perturbative expansion and the combination of QCD and EW corrections. In this
respect, it is important to note that, contrary to QCD logarithmic effects of soft and collinear ori-
gin, the large logarithms in eq. (2.1) do not contribute to all orders in ↵S. In fact, such logarithms
do not arise from soft QCD radiation, but from soft vector-boson radiation in combination with
the opening of the hard pp ! V (V )j channel at NLO QCD. Since this happens only when moving
from LO to NLO QCD, higher-order QCD corrections beyond NLO are free from further giant
K-factors.5 Note also that the availability of NNLO QCD corrections makes it possible to verify
the stability of the perturbative expansion beyond NLO and to arrive at reliable QCD predictions
for observables that feature giant K-factors.

For what concerns the combination of QCD and EW corrections, the presence of giant K-factors
raises more serious issues. In particular, the fact that in the relevant high-pT regions the NLO QCD
and NLO EW corrections are both strongly enhanced implies sizeable theoretical uncertainties from
large unknown mixed QCD–EW NNLO effects. In principle, depending on the observable and the
kinematic region, mixed QCD–EW effects can be approximated through a factorised description of
QCD and EW corrections (see section 2.6). However, such a factorisation can be justified only in
cases where QCD and EW corrections are both dominated by soft corrections with respect to the
same hard subprocess. In the case at hand, this condition is not fulfilled since NLO EW effects are
driven by logarithmic Sudakov corrections to hard V V production, whereas giant QCD K-factors

5Here, we assume that in diboson production at the scale Q � MW at least one vector boson with pT,V1
= O(Q)

is required. Otherwise, allowing both vector bosons to become soft would result into giant NNLO QCD K-factors of
the form ↵2

S log4(Q2/M2
W ) stemming from hard dijet topologies.
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Figure 5. Generic pp ! V V j topologies and kinematic regions that give rise to giant K-factors in the
quark–gluon channel at NLO QCD. The blob denotes the hard scattering subprocess gq ! V q at the scale
Q � MW , while the subleading vector boson (red) is radiated by one of the SU(2)⇥U(1) charged external
states giving rise to EW logarithms of soft and collinear kind.
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pp ! V V at the scale Q and QCD radiation at scales well below Q. In this case the two vector
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crossing-related qq̄ ! V V � processes with a hard qq̄ ! V � subprocess. At NLO EW, in addition
to the topologies of figure 5 with gluons replaced by photons, also extra topologies where the soft
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respect, it is important to note that, contrary to QCD logarithmic effects of soft and collinear ori-
gin, the large logarithms in eq. (2.1) do not contribute to all orders in ↵S. In fact, such logarithms
do not arise from soft QCD radiation, but from soft vector-boson radiation in combination with
the opening of the hard pp ! V (V )j channel at NLO QCD. Since this happens only when moving
from LO to NLO QCD, higher-order QCD corrections beyond NLO are free from further giant
K-factors.5 Note also that the availability of NNLO QCD corrections makes it possible to verify
the stability of the perturbative expansion beyond NLO and to arrive at reliable QCD predictions
for observables that feature giant K-factors.

For what concerns the combination of QCD and EW corrections, the presence of giant K-factors
raises more serious issues. In particular, the fact that in the relevant high-pT regions the NLO QCD
and NLO EW corrections are both strongly enhanced implies sizeable theoretical uncertainties from
large unknown mixed QCD–EW NNLO effects. In principle, depending on the observable and the
kinematic region, mixed QCD–EW effects can be approximated through a factorised description of
QCD and EW corrections (see section 2.6). However, such a factorisation can be justified only in
cases where QCD and EW corrections are both dominated by soft corrections with respect to the
same hard subprocess. In the case at hand, this condition is not fulfilled since NLO EW effects are
driven by logarithmic Sudakov corrections to hard V V production, whereas giant QCD K-factors

5Here, we assume that in diboson production at the scale Q � MW at least one vector boson with pT,V1
= O(Q)

is required. Otherwise, allowing both vector bosons to become soft would result into giant NNLO QCD K-factors of
the form ↵2
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are dominated by soft EW boson radiation on top of hard V j production. Actually, the leading
source of O(↵S↵) corrections is given by the NLO EW corrections to the enhanced pp ! V V j

channel, which cannot be captured through a naive factorised combination of the NLO QCD and
NLO EW corrections to pp ! V V .

When presenting our results in section 3, the problem of giant K-factors in the inclusive phase
space will be illustrated. We will show that giant K-factors can be avoided by means of selection cuts
that require a similar hardness of the two vector bosons, e.g. by direct requirements on the hardness
of the softer vector boson or by imposing a veto against hard QCD radiation. This will restrict
the phase space to hard-V V topologies and suppress hard-V j production. Besides reducing the
size of mixed QCD–EW higher-order effects and their respective theoretical uncertainties, selecting
hard-V V topologies enhances the sensitivity of experimental measurements that aim at extracting
new-physics effects in vector-boson pair processes, such as anomalous triple gauge couplings, from
the tails of kinematic distributions. On the other hand, a reliable inclusive description of diboson
production is indispensable for background simulations in direct searches at the TeV scale. This can
be achieved by merging pp ! V V and pp ! V V j production including NLO QCD and NLO EW
corrections as demonstrated in ref. [77]. The extension of this approach to NNLO QCD+EW is
beyond the scope of the present paper.

2.6 Combination of QCD and EW corrections

When QCD and EW corrections are both large, also NNLO mixed QCD–EW effects of relative
O(↵S↵) and beyond can become important. In order to gain insights into such higher-order effects,
we consider a standard additive combination of NNLO QCD and NLO EW corrections and compare
it against factorised combination prescriptions. To this end, we express higher-order effects in terms
of relative correction factors with respect to the LO differential cross section,

d�
LO

= d�
qq̄

LO
+ d�

��

LO
, (2.3)

which involves O(↵
4
) contributions from the qq̄ and �� channels.6 Higher-order QCD contributions

can be cast into the form

d�
NNLO QCD

= d�
LO

�
1 + �

QCD

�
+ d�

gg

LO
, (2.4)

where d�
gg

LO
is the O(↵

2

S
↵
4
) contribution of the loop-induced gg channel, and all other QCD correc-

tions are embodied in the correction factor �
QCD

, which includes the O(↵S) and O(↵
2

S
) corrections

of the qq̄, qg/q̄g, gg and qq/q̄q̄ channels.7 Similarly, the NLO EW cross section can be written as

d�
NLO EW

= d�
LO

(1 + �
EW

) , (2.5)

where all O(↵) corrections in the qq̄, �� and q� (including q̄� is implicitly understood) channels are
incorporated into the factor �

EW
. For the combination of QCD and EW corrections we consider

three different prescriptions.

NNLO QCD+EW The first prescription amounts to a purely additive combination,

d�
NNLO QCD+EW

= d�
LO

�
1 + �

QCD
+ �

EW

�
+ d�

gg

LO
, (2.6)

where all terms of O(↵
4
), O(↵S↵

4
), O(↵

5
) and O(↵

2

S
↵
4
) are simply summed.

6Note that the �� channel contributes only to ZZ and WW production. The same holds for the gg channel
contributing at NNLO QCD.

7Here and in the following, higher-order contributions (or terms) of O(↵n
S↵

4+m) are also referred to as corrections
(or effects) of O(↵n

S↵
m).
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NNLO QCD⇥EW As a possible approximation of the mixed QCD–EW higher-order corrections
we consider the factorised combination

d�
NNLO QCD⇥EW

= d�
LO

�
1 + �

QCD

�
(1 + �

EW
) + d�

gg

LO
, (2.7)

where the EW correction factor is applied to the entire NNLO QCD cross section except for the
loop-induced gg channel, for which the EW corrections �

EW
of the qq̄ and �� channels are not

applicable. The prescription (2.7) can also be written in the form

d�
NNLO QCD⇥EW

= d�
NNLO QCD+EW

+ d�
LO

�
QCD

�
EW

. (2.8)

Thus, the factorised combination (2.8) generates extra O(↵S↵) and O(↵
2

S
↵) mixed QCD–EW cor-

rections. Provided that the dominant sources of QCD and EW corrections factorise, such terms
can be regarded as a reasonable approximation of mixed QCD–EW effects. For instance, at scat-
tering energies Q � MW this assumption is justified when EW effects are dominated by Sudakov
logarithms, and the dominant QCD effects arise at scales well below Q, factorising with respect to
the underlying hard-V V process. In such cases, the factorised prescription (2.7) should be regarded
as a superior prediction as compared to the additive combination (2.6).

NNLO QCD⇥EWqq As a motivation for an alternative combination, let us highlight the role
of individual partonic channels in the factorised formula (2.7). To this end we rewrite the QCD
corrections as

d�
NNLO QCD

= d�
qq̄

LO

⇣
1 + �

qq̄

QCD

⌘
+ d�

��

LO
+ d�

gg

LO
, (2.9)

where �qq̄
QCD

includes the same QCD corrections as �
QCD

, but is normalised to the LO cross section in
the qq̄ channel. Moreover we split the EW corrections into contributions from the qq̄ and �-induced
channels,

d�
NLO EW

= d�
qq̄

LO

�
1 + �

qq̄

EW

�
+ d�

��

LO

⇣
1 + �

��/q�

EW

⌘
. (2.10)

Here in the factor �
qq̄

EW
we include only O(↵) corrections from the qq̄ channel, whereas all other

O(↵) effects stemming from the �� and q� channels8 are included in the factor �
��/q�

EW
. Using the

notation of eqs. (2.9)–(2.10) we can rewrite the factorised formula (2.7) as

d�
NNLO QCD⇥EW

=

h
d�

qq̄

LO

⇣
1 + �

qq̄

QCD

⌘
+ d�

��

LO

i
(1 + �

EW
) + d�

gg

LO
, (2.11)

where the EW K-factor corresponds to

�
EW

=
�
qq̄

EW
d�

qq̄

LO
+ �

��/�q

EW
d�

��

LO

d�
qq̄

LO
+ d�

��

LO

, (2.12)

and can be regarded as the weighted average of the corrections in the qq̄ and �� channels. The
representation (2.11) demonstrates that the factorised combination does not induce any O(↵S) effect
in the �� and gg channels. The only nontrivial factorised correction arises from the term �

qq̄

QCD
�
EW

,

8This ad-hoc splitting of EW corrections deserves some comments. As pointed out in ref. [43], (anti)quark-photon
channels have the twofold role of EW corrections to the qq̄ and �� channels and are connected to both channels
via collinear singularities. Thus, they cannot be entirely associated with one or the other channel. For this reason,
eq. (2.10) should be understood as a purely technical separation of qq̄ and �-induced corrections, which can be adopted
upon subtraction of collinear singularities (based on dipole subtraction in our implementation). As discussed below,
the choice of handling the q� channels as corrections to the �� channel (rather than to the dominant qq̄ channel) is
motivated by the fact that the q� channels can lead to giant EW K-factors that cannot be combined with the QCD
corrections with a factorised prescription.
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•Problems:
1. In additive combination dominant Vj topology does not receive any EW corrections
2. In multiplicative combination EW correction for VV is applied to Vj hard process

•Pragmatic solution: take average as nominal and spread as uncertainty 

Giant QCD K-factors and EW corrections: pTV1

•Rigorous solution: merge VVj incl. EW corrections with VV retaining NNLO QCD + EW  

•NLO QCD/LO=2-5! (“giant K-factor” [Rubin, Salam, Sapeta, ‘10])
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First steps in this direction: NLO QCD + EWvirt in Sherpa’s MEPS@NLO 
[Bräuer, et. al. ’20, 2005.12128]

https://arxiv.org/abs/2005.12128
https://arxiv.org/abs/2005.12128
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NNLO QCD + NLO QCDgg + NLO EW vs. data

dσ/dpT, ℓ1 [pb/GeV] W+W-@LHC 13 TeV (ATLAS data)

LO
NLO
NNLO
nNNLO
nNNLOEW
data

10-3

10-2

10-1

100

101

p
r
o
d
u
c
e
d
 
w
i
t
h
 
M
A
T
R
I
X

dσ/dσNNLO

 0.6
 0.7
 0.8
 0.9

 1
 1.1
 1.2

dσ/dσggLO

pT, ℓ1 [GeV]

ggLO ggNLOgg ggNLO

 0

 0.5

 1

 1.5

27 40 50 70 100130 220 300  999

dσ/dmℓℓ [pb/GeV] W+W-@LHC 13 TeV (ATLAS data)

LO
NLO
NNLO
nNNLO
nNNLOEW
data10-3

10-2

10-1

100

p
r
o
d
u
c
e
d
 
w
i
t
h
 
M
A
T
R
I
X

dσ/dσNNLO

 0.7
 0.8
 0.9

 1
 1.1
 1.2
 1.3

dσ/dσggLO

mℓℓ [GeV]

ggLO ggNLOgg ggNLO

 0

 0.5

 1

 1.5

55 75 125  185 280 380 600  1500

Figure 7: Di↵erential distributions in the fiducial phase space selections of Table 1 compared to
ATLAS 13TeV data [32]; top left: leading-lepton transverse-momentum distribution; top center:
lepton-pair invariant-mass distribution; top right: lepton-pair transverse-momentum distribution;
bottom left: lepton-pair rapidity distribution; bottom center: azimuthal distance between leptons;
bottom right: distribution in the variable | cos ✓⇤| = | tanh(�⌘``/2)|.
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[M. Grazzini, S. Kallweit, J. Y. Yook, M. Wiesemann; 2002.01877]

•Very good data vs. theory agreement
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Fig. 5 Di↵erential distribution in the transverse momentum
of the four lepton system pT,4` in gg ! e

+
e
�
µ
+
µ
� matched

to PYTHIA 8. Predictions, colour coding and bands as in Fig. 3.

large m4` ⇡ 2mt, with the interference being destruc-
tive. It is well known that the interference provides an
even larger destructive contribution at higher values of
m4`, which are however beyond the validity of the 1/mt

expansion used in our calculation. The m4` observable
is inclusive in QCD radiation and consequently parton-
shower corrections are marginal for all contributions
(individually and in their sum). In fact, for all pro-
duction modes the fixed-order NLO prediction agrees
at the percent level with both the LHE level prediction
and the fully showered prediction. Scale uncertainties
at the fully showered level are approximately 20%. At
small invariant masses (m4` < 150 GeV) the interfer-
ence becomes very small and consequently Monte Carlo
statistics deteriorate quickly in this regime.

Fig. 4 shows the distribution in

HT =
X

i2{`,⌫,j}

pT,i , (11)

where the sum over the transverse momenta considers
all leptons and reconstructed jets. In this distribution
the signal peaks at HT = mH , while the background
peaks at HT = 2mZ . For small HT parton-shower cor-
rections are mostly driven by the first radiation already
present at the LHE level. For the background contri-
bution, these corrections are small, but for the signal

Fig. 6 Di↵erential distribution in the transverse momentum
of the hardest jet pT,j1 in gg ! e

+
e
�
µ
+
µ
� at NLO matched

to PYTHIA 8. Predictions, colour coding and bands as in Fig. 3.

contribution they lead to a negative correction of about
50%. A possible explanation is that the signal distribu-
tion is strongly peaked around mH and therefore very
sensitive to additional radiation that moves events away
from the peak. For large HT , the parton showers pro-
vide substantial positive corrections up to a factor of
2, while the scale uncertainties can be as large as 50%.
This e↵ect can be understood as follows. The upper cut
on the invariant mass of the four leptons Eq. 8 also re-
stricts HT < 340 GeV at LO. However, the phase space
for HT > 340 GeV can be filled via additional QCD ra-
diation. This leads to significant NLO corrections (not
shown here), as well as to sizable parton-shower correc-
tions and LO-like scale uncertainties.

Figs. 5 and 6 display the transverse momentum of
the four-lepton system and of the hardest jet respec-
tively. For the latter no lower cut on the jet transverse-
momentum is applied. The two distributions are identi-
cal at fixed-order (they only di↵er in the first bin which
for pT,4` includes the Born and virtual contributions
proportional to �(pT,4`)). The fully showered predic-
tions include a Sudakov suppression which can clearly
be seen at the lower end of both the pT,4` and the pT,j1

distributions. We also observe that the parton shower
changes the sign of the lowest bin in the pT,4` spectrum.

•gg @ NLO QCD + PS now available! 

[Alioli, Ferrario Ravasio, JML, Röntsch, ’21]
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NNLO QCD + PS
[D. Lombardi, M. Wiesemann, G. Zanderighi; 2103.12077]

•Very small PS corrections for inclusive observables. 
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Figure 8: Differential distributions in the fiducial-1-JV phase space.
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dσ/dpT,WW [fb/GeV] pp→�+ν� �'−ν�'@LHC 13 TeV
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Figure 10: Distribution in the transverse momentum of the W+W� pair in the presence
of a jet veto (fiducial-2-JV phase space), showing a smaller (left plot) and a wider range
(right plot).

veto in setup fiducial-1-noJV. One main difference is that for this observable, which re-
quires double differential resummation in pT,WW and pT,j1 , the analytically resummed results
are less accurate and therefore feature larger uncertainty bands, rendering them more com-
patible with the showered results. Indeed, the NLL uncertainty band is strongly increased at
small pT,WW and much larger than the NNLO+PS one, which, as argued before, also points
to the fact that the scale uncertainties of the latter are somewhat underestimated, given
that the parton shower is less accurate than the NLL calculation in that region. Another
interesting region for this observable is around pT,WW values of 35GeV, i.e. of the order of
the jet-veto cut. The region pT,WW � pvetoT,j1 is filled for the first time at NNLO, which is effec-
tively only LO accurate, since at LO it is pT,WW = 0 and at NLO pT,WW = pT,j1 . Therefore,
large logarithmic contributions challenge the perturbative expansion around pT,WW = pvetoT,j1

and the fixed-order NNLO prediction develops a perturbative instability, as visible in the
main frame of the left plot in figure 10. This instability is partially cured by the analytic
resummation approach, which resums Sudakov logarithms in the limit where pT,WW and
pT,j1 are much smaller than the hard scale, but not all logarithmic contributions of the form
log(pT,WW �pvetoT,j1 ), which would require additional resummation when one or more hard jets
are present. By contrast, the NNLO+PS calculations cure this instability entirely as they
resum all relevant classes of logarithms (although with limited accuracy). Therefore, the
MiNNLOPS and NNLOPS calculations provide a more physical prediction at and above
threshold, while below the threshold they are in good agreement with the analytically re-
summed predictions. If we look at region above threshold in the right plot of figure 10, we
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•Inclusion mandatory for (jet) exclusive observables



23

Rare EW processes
Rare electroweak processes
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VVV production

→ talk of E.Maina
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VBS Triboson

•direct access to quartic EW gauge couplings 
•VBS: longitudinal gauge bosons at high energies 
•window to electroweak symmetry breaking via off-shell Higgs exchange 

Physics goals in VBS and VVV production

• direct access to quartic EW gauge couplings
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VBS
Note: severe QCD background to VBS signatures + interference:
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VBS-@ full NLO 

Set-up of Ref. [9] Present work DHK [9]

σLO [fb] 1.2230(4) 1.2218(2)

σNLO [fb] 1.2975(15) 1.2917(8)

Table 6: Comparison of fiducial cross sections at LO [order O
(

α6
)

] and NLO [order O
(

αsα4
)

]

for the process pp → µ+νµe+νejj against the literature in the set-up of Ref. [9]. DHK denotes

the results of Ref. [9]. The cross sections are expressed in femtobarn and the statistical

uncertainty from the Monte Carlo integration on the last digit is given in parenthesis.
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Figure 5: Transverse-momentum distributions at a centre-of-mass energy
√
s = 13TeV at

the LHC for pp → µ+νµe+νejj: (a) for the anti-muon (left) and (b) the hardest jet (right).

The upper panels show the three LO contributions as well as the sum of all NLO predictions.

The two lower panels show the relative NLO corrections with respect to the full LO, defined

as δi = δσi/
∑

σLO, where i = O
(

α7
)

,O
(

αsα6
)

,O
(

α2
sα

5
)

,O
(

α3
sα

4
)

. In addition, the NLO

photon-induced contributions of order O
(

α7
)

computed with LUXqed is provided separately.

butions are presented along with the NLO photon-induced contributions of order O
(

α7
)

. The

latter are computed for the LUXqed PDF and are thus normalised to the Born contributions

obtained with the corresponding PDF. Remember that these photon-induced contributions

are not included in our definition of the NLO corrections of order O
(

α7
)

.

In Fig. 5, two transverse-momentum distributions are displayed. Starting with the distri-

bution in the transverse momentum of the anti-muon, the upper panel in Fig. 5a shows that

the EW-induced contribution is dominant over the whole phase space. Concerning the relative

NLO corrections in the lower panel, the largest contribution is the one of order O
(

α7
)

. It

ranges from −10% at 20GeV (the cut on the transverse momentum of the charged lepton) to

−40% at 800GeV. The large corrections for high transverse momenta are due to logarithms of
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SM predictions for VBS

NLO QCD
+ parton shower:

VBS Jäger et al. ’06–’09; Denner et al. ’12

QCD VBS bkg Melia et al. ’10,’11; Greiner et al. ’12; Campanario et al ’13

(Pure) NLO EW for W+W+ + 2jets: Biedermann, Denner, Pellen ’16
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W

2 → 6 particles at NLO EW !
(8-point functions)

1-loop automation with

RECOLA + COLLIER

Actis et al. ’16 Denner et al. ’16

• VBS cuts: Mjj > 500GeV, pT,j > 30GeV, pT,ℓ > 20GeV, etc.

• NLO EW corr. to σ: −16% → relevant for upcoming measurements !
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WW full NLO: [Biedermann, Denner, Pellen ’16+’17] 

WZ-EW NLO QCD+EW: [Denner, Dittmaier, Maierhöfer, Pellen, Schwan, 19]

ZZ-EW NLO QCD+EW: [Denner, Franken, Pellen, Schmidt, ’20]

•2 → 6 particles at NLO EW !
•highly challenging computation! 

•NLO corrections dominated by α7 : 

SM predictions for VBS
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+ parton shower:
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Order O
(

α7
)

O
(

αsα6
)

O
(

α2
sα

5
)

O
(

α3
sα

4
)

Sum

δσNLO [fb] −0.2169(3) −0.0568(5) −0.00032(13) −0.0063(4) −0.2804(7)

δσNLO/σLO [%] −13.2 −3.5 0.0 −0.4 −17.1

Table 3: NLO corrections for the process pp → µ+νµe+νejj at the orders O
(

α7
)

, O
(

αsα6
)

,

O
(

α2
sα

5
)

, and O
(

α3
sα

4
)

and for the sum of all NLO corrections. The contribution δσNLO

corresponds to the absolute correction for the central scale choice while δσNLO/σLO gives the

relative correction normalised to the sum of all LO contributions at the central scale. The

absolute contributions are expressed in femtobarn while the relative ones are expressed in per

cent. The statistical uncertainty from the Monte Carlo integration on the last digit is given

in parenthesis.

at the fiducial cross-section level. The hierarchy of the NLO corrections follows roughly the

pattern observed at LO: at the integrated cross-section level, each NLO correction is roughly

one order of magnitude smaller than the corresponding LO contribution. Thus, one expects

that the bulk of the O
(

αsα6
)

corrections stems from the QCD corrections to the EW-induced

process, while only a small contribution results from the EW corrections to the interference.

We emphasise, however, again that QCD corrections to the EW-induced process and EW

corrections to the LO interference cannot be defined independently. Indeed, using the full

matrix element, they both contribute at the order O
(

αsα6
)

as discussed in Sect. 2.2. The

contributions at the order O
(

α2
sα

5
)

are small because the corresponding LO contributions are

already suppressed and moreover the EW corrections to the QCD-induced LO contribution

and the QCD corrections to the LO interference cancel to a large extent. Upon calculating

the NLO cross section with the different scales of Eq. (3.11), we find

σNLO = 1.3577(7)+1.2(1)%
−2.7(1)% fb, (3.13)

i.e. a reduction of the LO scale dependence by a factor five.

We have also calculated the photon-induced NLO contributions as shown in Table 4. Since

the photon PDF from the NNPDF-3.0 QED set is known to give rather sizeable contributions

with a large error, we have also calculated these contributions using the PDF of the recent

LUXqed_plus_PDF4LHC15_nnlo_100 set [51]. For LUXqed we use the MS factorisation

scheme throughout, while we have verified that the effect of the factorisation scheme is irrel-

evant at the level of accuracy of the results given. The photon-induced NLO contributions

are dominated by those of order O
(

α7
)

and amount to 2.7% based on NNPDF-3.0 QED and

1.5% based on LUXqed. The photon-induced contributions of orders O
(

αsα6
)

and O
(

α2
sα

5
)

are negligible. Hence in the following, only the photon-induced contributions of order O
(

α7
)

are displayed in the distributions. Note that in our definition of the NLO corrections at order

O
(

α7
)

, the photon-induced contributions are not included but are shown separately. This

means that for the combined distributions (Fig. 7), the NLO predictions do not include the

photon-induced contributions.
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Set-up of Ref. [9] Present work DHK [9]

σLO [fb] 1.2230(4) 1.2218(2)

σNLO [fb] 1.2975(15) 1.2917(8)

Table 6: Comparison of fiducial cross sections at LO [order O
(

α6
)

] and NLO [order O
(

αsα4
)

]

for the process pp → µ+νµe+νejj against the literature in the set-up of Ref. [9]. DHK denotes

the results of Ref. [9]. The cross sections are expressed in femtobarn and the statistical

uncertainty from the Monte Carlo integration on the last digit is given in parenthesis.
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Figure 5: Transverse-momentum distributions at a centre-of-mass energy
√
s = 13TeV at

the LHC for pp → µ+νµe+νejj: (a) for the anti-muon (left) and (b) the hardest jet (right).

The upper panels show the three LO contributions as well as the sum of all NLO predictions.

The two lower panels show the relative NLO corrections with respect to the full LO, defined

as δi = δσi/
∑

σLO, where i = O
(

α7
)

,O
(

αsα6
)

,O
(

α2
sα

5
)

,O
(

α3
sα

4
)

. In addition, the NLO

photon-induced contributions of order O
(

α7
)

computed with LUXqed is provided separately.

butions are presented along with the NLO photon-induced contributions of order O
(

α7
)

. The

latter are computed for the LUXqed PDF and are thus normalised to the Born contributions

obtained with the corresponding PDF. Remember that these photon-induced contributions

are not included in our definition of the NLO corrections of order O
(

α7
)

.

In Fig. 5, two transverse-momentum distributions are displayed. Starting with the distri-

bution in the transverse momentum of the anti-muon, the upper panel in Fig. 5a shows that

the EW-induced contribution is dominant over the whole phase space. Concerning the relative

NLO corrections in the lower panel, the largest contribution is the one of order O
(

α7
)

. It

ranges from −10% at 20GeV (the cut on the transverse momentum of the charged lepton) to

−40% at 800GeV. The large corrections for high transverse momenta are due to logarithms of
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NLO EW corrections
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! Corrections 3-4 times larger than for qq̄ ! W+W+

C ew larger for bosons than fermions

hm4`i larger for VBS (massive t-channel [Denner, Hahn; hep-ph/9711302])
NB: hm4`i ⇠ 250GeV for qq̄ ! W+W+

Large NLO EW corrections:
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 of  VBS at the LHC 

VBS-W+W+ @ full NLO 
[Biedermann, Denner, Pellen ’16+’17] 
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Rare top processes

[Frederix, Pagani, Zaro; ’17]

Motivation: 
•Constraining top-quark flavour violation [1804.05598]
•Constraining qqtt operators [1708.05928
•Higgs width and top quark Yukawa coupling [1602.01934]
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Figure 3. Representative diagrams for the Born gg ! tt̄tt̄ amplitude. The left diagram is of
O(↵2

s), the right one is of O(↵s↵). Both diagrams involve tt ! tt scattering contributions.
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Figure 4. Representative diagrams for the one-loop gg ! tt̄tt̄ amplitude. The left diagram is of
O(↵3

s), the central one is of O(↵2
s↵) and the right one is of O(↵s↵2). The interferences of these

diagrams with those shown in Fig. 3 lead to contributions to NLO1, NLO2, NLO3 and NLO4.

qq̄ ! tt̄tt̄ Born amplitude contains also O(↵2) diagrams. Thus the gg initial state con-
tributes to LOi with i  3 and the qq̄ initial states contribute to all the LOi. Also the
�g and �� initial states are available at the Born level; they contributes to LOi with re-
spectively i � 2 and i � 3. However, their contributions are suppressed by the size of the
photon parton distribution function (PDF). Representative gg ! tt̄tt̄ Born diagrams are
shown in Fig. 3. As already mentioned in the introduction, LO2 and LO3 are larger than
the values naively expected from ↵s and ↵ power counting, i.e., LO2 � (↵/↵s) ⇥ LOQCD

and LO3 � (↵/↵s)2⇥LOQCD. Thus, NLO2, NLO3 and also NLO4 are expected to be non-
negligible, especially NLO2, NLO3 because they involve “QCD corrections”2 to LO2 and
LO3 contributions, respectively. As discussed in ref. [38], the tt̄tt̄ production cross-section
is mainly given by the gg initial state, for this reason we expect LO4, (N)LO

5
and NLO6 to

be negligible. Representative gg ! tt̄tt̄ one-loop diagrams are shown in Fig. 4. Although
suppressed by the photon luminosity, also the �g and �� initial states contribute to NLOi

with i � 2 and i � 3 respectively,
Note that, for both the pp ! tt̄W± and pp ! tt̄tt̄ processes, we do not include the

(finite) contributions from the real-emission of heavy particles (W±, Z and H bosons and

2As discussed in ref. [17], this classification of terms entering at a given order is not well defined;
some diagrams can be viewed both as a “QCD correction” and an “EW correction” to different tree-level
diagrams. Nevertheless, this intuitive classification is useful for understanding the underlying structure of
such calculations. For this reason we use these expressions within quotation marks.
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Figure 9. The m(tt̄tt̄) distribution in tt̄tt̄ production. Left: 13 TeV. Right: 100 TeV. Upper
plots: scale uncertainty bands (same layout as the plots in Figs. 5 and 6). Central plots: individual
(N)LOi contributions normalised to LO1 ⌘ LOQCD. Lower plots: same as central plots but only
with NLO2, NLO3, and their sum, at different values of the scale µ. These lower plots do not show
scale uncertainties. Note that NLO1 ⌘ NLOQCD and NLO2 ⌘ NLOEW.
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•Sizeable (accidental) cancellation between different LO and NLO orders
•calculation of only part of the complete-NLO results would be misleading
•cancellation could be spiked by BSM effects 

much larger than the values expected from a naive ↵s and ↵ power counting. On the other
hand, even larger cancellations are present among NLO terms, although not over the whole
phase space.

The structure of the paper is the following. In sec. 2 we describe the calculations and
we introduce a more suitable notation for referring to the various O(↵i

s↵
j) contributions. In

sec. 3 we provide numerical results at the inclusive and differential levels for complete-NLO
predictions for proton–proton collisions at 13 and 100 TeV. We discuss in detail the impact
of the individual O(↵i

s↵
j) contributions. The common input parameters are described

in sec. 3.1, while pp ! tt̄W± and pp ! tt̄tt̄ results are described in secs. 3.2 and 3.3,
respectively. Conclusions are given in sec. 4.

2 Calculation framework for tt̄W±
and tt̄tt̄ production at complete-NLO

Performing an expansion in powers of ↵s and ↵, a generic observable for the processes
pp ! tt̄W±(+X) and pp ! tt̄tt̄(+X) can be expressed as

⌃tt̄W
±
(↵s,↵) =

X

m+n�2

↵m

s ↵n+1⌃tt̄W
±

m+n+1,n , (2.1)

⌃tt̄tt̄(↵s,↵) =
X

m+n�4

↵m

s ↵n⌃tt̄tt̄

m+n,n , (2.2)

respectively, where m and n are positive integer numbers and we have used the notation
introduced in refs. [11, 17]. For tt̄W± production, LO contributions consist of ⌃tt̄W

±
m+n+1,n

terms with m + n = 2 and are induced by tree-level diagrams only. NLO corrections are
given by the terms with m + n = 3 and are induced by the interference of diagrams from
the all the possible Born-level and one-loop amplitudes as well all the possible interferences
among tree-level diagrams involving one additional quark, gluon or photon emission. Anal-
ogously, for tt̄tt̄ production, LO contributions consist of ⌃tt̄tt̄

m+n,n terms with m + n = 4

and NLO corrections are given by the terms with m + n = 5. In this work we calculate
all the perturbative orders entering at the complete-NLO accuracy, i.e., m + n = 2, 3 for
⌃tt̄W

±
(↵s,↵) and m+ n = 4, 5 for ⌃tt̄tt̄(↵s,↵).

Similarly to ref. [19], we introduce a more user-friendly notation for referring to the
different ⌃tt̄W

±
m+n+1,n

and ⌃tt̄tt̄
m+n,n quantities. At LO accuracy, we can denote the tt̄W± and

tt̄tt̄ observables as ⌃tt̄W
±

LO
and ⌃tt̄tt̄

LO
and further redefine the perturbative orders entering

these two quantities as

⌃tt̄W
±

LO (↵s,↵) = ↵2

s↵⌃
tt̄W

±
3,0 + ↵s↵⌃

tt̄W
±

3,1 + ↵2⌃tt̄W
±

3,2

⌘ ⌃LO1
+ ⌃LO2

+ ⌃LO3
, (2.3)

⌃tt̄tt̄

LO(↵s,↵) = ↵4

s⌃
tt̄tt̄

4,0 + ↵3

s↵⌃
tt̄tt̄

4,1 + ↵2

s↵
2⌃tt̄tt̄

4,2 + ↵3

s↵⌃
tt̄tt̄

4,3 + ↵4⌃tt̄tt̄

4,4

⌘ ⌃LO1
+ ⌃LO2

+ ⌃LO3
+ ⌃LO4

+ ⌃LO5
. (2.4)
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Figure 1. Representative diagrams for the Born q̄q0 ! tt̄W± amplitude. The left diagram is of
O(↵s↵1/2), the right one is of O(↵3/2).
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Figure 2. Representative diagrams for the q̄g ! tt̄W±q̄0 real-emission amplitudes. The left
diagram is of O(↵3/2

s ↵1/2) and leads to log2(p2T (tt̄)/m
2

W ) terms in the NLO1 contribution. The
right one is of O(↵1/2

s ↵3/2), involves the tW ! tW scattering and contributes to the NLO3.

In a similar fashion the NLO corrections and their single perturbative orders can be defined
as

⌃tt̄W
±

NLO (↵s,↵) = ↵3

s↵⌃
tt̄W

±
4,0 + ↵2

s↵
2⌃tt̄W

±
4,1 + ↵s↵

3⌃tt̄W
±

4,2 + ↵4⌃tt̄W
±

4,3

⌘ ⌃NLO1
+ ⌃NLO2

+ ⌃NLO3
+ ⌃NLO4

, (2.5)

⌃tt̄tt̄

NLO(↵s,↵) = ↵5

s⌃
tt̄tt̄

5,0 + ↵4

s↵
1⌃tt̄tt̄

5,1 + ↵3

s↵
2⌃tt̄tt̄

5,2 + ↵2

s↵
3⌃tt̄tt̄

5,3 + ↵1

s↵
4⌃tt̄tt̄

5,4 + ↵5⌃tt̄tt̄

5,5

⌘ ⌃NLO1
+ ⌃NLO2

+ ⌃NLO3
+ ⌃NLO4

+ ⌃NLO5
+ ⌃NLO6

. (2.6)

In the following we will use the symbols ⌃(N)LOi
or interchangeably their shortened

aliases (N)LO
i
for referring to the different perturbative orders. Clearly the ⌃(N)LOi

terms
in tt̄W± production, eqs. (2.3) and (2.5), and in tt̄tt̄ production, eqs. (2.4) and (2.6), are
different quantities. One should bear in mind that, usually, with the term “LO” one refers
only to LO1, which here we will also denote as LOQCD, while an observable at NLO QCD
accuracy is ⌃LO1

+⌃NLO1
, which we will also denote as LOQCD +NLOQCD. The so-called

NLO EW corrections which are of O(↵) w.r.t. the LO1, are the ⌃NLO2
terms, so we will also

denote it as NLOEW. Since in this article we will use the (N)LO
i
notation, the term “LO”

will refer to the sum of all the LOi contributions rather than LO1 alone. The prediction
at complete-NLO accuracy, which is the sum of all the LOi and NLOi terms, will be also
denoted as “LO +NLO”.

We now turn to the description of the structures underlying the calculation of tt̄W±

and tt̄tt̄ predictions at complete-NLO accuracy. We start with tt̄W± production, which is
in turn composed by tt̄W+ and tt̄W� production, and then we move to tt̄tt̄ production.
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Figure 3: Di�erential distributions at LO and NLO for pp æ µ
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‹eb̄bb̄b: transverse

momentum of the two bottom quarks not originating from a top quark, and invariant mass of
the two bottom quarks not originating from a top quark.

originating from a top quark by maximising the likelihood function L, defined as a product of
two Breit–Wigner distributions corresponding to the top-quark and antitop-quark propagators,

Lij = 1
1
p

2

µ≠‹̄µbi
≠ m

2
t

22

+ (mt�t)2

1
1
p

2

e+‹ebj
≠ m

2
t

22

+ (mt�t)2

, (3.4)

where the momenta pabc are defined as pabc = pa + pb + pc. The combination of bottom quarks
{bi, bj} that maximises this function defines the two bottom quarks originating from top
quarks. From the 2 or 3 bottom quarks left in the event, the two hardest ones, i.e. those with
highest transverse momenta, define the bottom–antibottom pair that does not originate from
the top-quark decay and whose transverse-momentum and invariant-mass distributions are
shown in Figure 3. The distribution in the transverse momentum of the two bottom quarks
not coming from a top decay shows rather stable corrections around 100% apart from low
transverse momentum, where the QCD corrections reach 110%. The di�erence between the
full calculation and the one in DPA does not show significant variations over the phase space
neither at LO nor at NLO QCD but is largely inherited from the fiducial cross section. In
particular, the di�erence between the tt-DPA and the full calculation at NLO is within the
integration errors, as for all following distributions. The distribution in the invariant mass of
the bottom–antibottom pair, on the other hand, exhibits larger variations between the full
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Precision for the highest multiplicities
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and projecting the top-quark momenta on shell, apart from those in the denominators of
the resonant propagators, which are kept o� shell. At LO, the tt-DPA is simply based on
the doubly-top-resonant contributions in the Born matrix element. At NLO, we apply the
DPA only to the virtual contributions. This implies that we include the full Born and real-
radiation contributions and take into account non-factorisable virtual contributions following
the algorithm of Refs. [57–59] applied to QCD. At LO, such an approximation is more accurate
than an on-shell computation as full spin correlations, o�-shell propagators, as well as the
full phase space are taken into account. Moreover, at NLO the approximation is applied
only to the virtual corrections where also the doubly-resonant non-factorisable corrections are
included, while all other contributions of orders O

!
–

4
s –

4
"

and O
!
–

5
s –

4
"

are kept exact. In the
tt-DPA calculation, W and Z bosons are treated in the complex-mass scheme.

Note that as in the original DPA computations [51] in the past computations with
MoCaNLO [13, 52, 60] the DPA (retaining resonant contributions and applying the on-shell
projection) has also been applied to the I-operator in the integrated dipoles. It has been
noticed [61] that when done in combination with small –dipole parameter [62], this tends
to worsen the agreement with the full computation, as it treats large contributions in the
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Figure 4: Di�erential distributions at LO and NLO for pp æ µ
+

‹µe+
‹eb̄bb̄b: transverse

momentum of the second-hardest b jet, rapidity of the hardest b jet, invariant mass of the
hardest and second-hardest b jet, and HT observable (see text for definition).

qualitative behaviour. The full NLO QCD corrections are essentially flat in this distribution.
They are a bit above +100% at rapidity 2.5 and slightly below +100% in the central region.
The distribution in the invariant mass of the two hardest bottom quarks is depicted in the
bottom left of Figure 4. These bottom quarks can either originate from a top-quark decay
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@ NLO QCD

• Thorough understanding of theory systematics in this channel crucial for  
  ttH measurements where H->bb  

• ttbb receives sizeable QCD corrections 
• Very important confirmation of (ttbb) double pole approximation 
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➡ have to consider H→bb decay with large BR

➡direct probe of the top Yukawa coupling 
➡ unfortunately very small cross section

➡ large QCD background: tt+b-jets with sizeable uncertainties

signal

background
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background
➡ in principle this process can be calculated out of the box  
  at NLO+PS: NLO reduces scale uncertainties from 80% to 20-30%

➡ Large shower effects, in particular from double g→bb splittings

S–MC@NLO tt̄bb̄ 4F scheme [Cascioli et al ’13]

Good perturbative stability but unexpected MC@NLO enhancement
ttb ttbb ttbb (mbb > 100)

�LO[fb] 2644+71%

�38%

+14%

�11%
463.3+66%

�36%

+15%

�12%
123.4+63%

�35%

+17%

�13%

�NLO[fb] 3296+34%

�25%

+5.6%

�4.2%
560+29%

�24%

+5.4%

�4.8%
141.8+26%

�22%

+6.5%

�4.6%

�NLO/�LO 1.25 1.21 1.15

�MC@NLO[fb] 3313+32%

�25%

+3.9%

�2.9%
600+24%

�22%

+2.0%

�2.1%
181+20%

�20%

+8.1%

�6.0%

�MC@NLO/�NLO 1.01 1.07 1.28

Large enhancement (⇠30%) in Higgs region from double g ! bb̄ splittings

matching, shower and 4F/5F systematics
remain to be understood!

S. Pozzorini (Zurich University) Precision simulations DESY15 21 / 35

~20% in the signal region

[HXSWG; YR4]

➡ Large systematic uncertainties from parton shower matching

➡ However: notoriously difficult multi-scale problem: ETt, ETt, ETb, ETb 

[Bevilacqua, Czakon, Papadopoulos, Pittau, Worek ’09]
[Bredenstein, Denner, Dittmaier, Pozzorini ’10]
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background
➡ in principle this process can be calculated out of the box  
  at NLO+PS: NLO reduces scale uncertainties from 80% to 20-30%
➡ However: notoriously difficult multi-scale problem: ETt, ETt, ETb, ETb 
➡ Large shower effects, in particular from double g→bb splittings
➡ Large systematic uncertainties from parton shower matching
➡ Careful study required to understand these systematics

0 50 100 150 200 250 300 350 400

0.5

1

1.5

2

2.5
LOPS
NLOPS

σ
tt̄bb̄
POWHEG/σ

tt̄bb̄
SHERPA

Invariant mass of the 1st and 2nd b-jets system (ttbb cuts)

m [GeV]

ra
ti

o

[Jezo, JML, Moretti, Pozzorini; ’18]

➡Sherpa vs. POWHEG+PY8 (both in 4-FS) in very good agreement
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➡Intrinsic shower systematics in POWHEG+PY8/HW7 under very good control 
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Figure 10. Distributions in the pT of the second b-jet (a) in the pT of the first light jet (b), and in
the invariant mass (c) and the �R separation (d) of the first two b-jets with ttbb cuts throughout.
Predictions and uncertainties as in Fig. 9.
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Figure 10. Distributions in the pT of the second b-jet (a) in the pT of the first light jet (b), and in
the invariant mass (c) and the �R separation (d) of the first two b-jets with ttbb cuts throughout.
Predictions and uncertainties as in Fig. 9.
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‣ Shower variations

‣ αS & g→bb variations

‣ hdamp & bzd variations 

NLOPS subtleties for multi-scale problems [1802.00426]

Matching based on factorisation of S-radiation wrt hard tt̄bb̄ process

Rsoft(�R) ' B(�B)⌦Ksoft/coll(�rad) for kT < hdamp ⇠ mt

What about radiation with pT,b < kT < hdamp? Soft or hard?

tt̄bb̄ factorisation can fail and factorising hard tt̄+jet
subprocess can be more appropriate

example: hard jet radiation in the direction of bb̄ system

�B ! �R FKS mappings ) bb̄ system absorbs jet
recoil and becomes much softer

R(�R) enhancement that violates ttbb factorisation

similar issues expected also in MC@NLO matching

b̄

b

t

t̄

b̄

b

t

t̄

Powheg “safety” system: resummation only if Rsoft < hbzd ⇥B ⌦Ksoft/coll

gsoft(�rad, hdamp, hbzd) =
h
2

damp

h
2

damp
+ k

2

T

✓

⇣
hbzdB(�B)⌦Ksoft/coll(�rad)�R(�R)

⌘

) high stability wrt hdamp variations

10 / 25

[Jezo, JML, Moretti, Pozzorini; ’18]
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background
➡ in principle this process can be calculated out of the box  
  at NLO+PS: NLO reduces scale uncertainties from 80% to 20-30%
➡ However: notoriously difficult multi-scale problem: ETt, ETt, ETb, ETb 
➡ Large shower effects, in particular from double g→bb splittings
➡ Large systematic uncertainties from parton shower matching
➡ Careful study required to understand these systematics: ongoing

0 50 100 150 200 250 300 350 400

0.5

1

1.5

2

2.5
LOPS
NLOPS

σ
tt̄bb̄
POWHEG/σ

tt̄bb̄
SHERPA

Invariant mass of the 1st and 2nd b-jets system (ttbb cuts)

m [GeV]

ra
ti

o

[Jezo, JML, Moretti, Pozzorini; ’18]

➡Sherpa vs POWHEG+PY8 (both in 4-FS)  
  in very good agreement

Comparison with stable tops (ttbb cuts)
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NLOPS+PY8 and Sherpa predictions (1st ratio):

PowhegOL ' Sherpa while MG5+PY8 ' Powhel+PY8 (lack of FS hdamp?)

NLOPS+HW7 and Sherpa predictions closer to each other
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➡ Careful look 
inside the 
NLO+PS black-
boxes necessary!

Taming ttH backgrounds

 30
➡ Careful look inside the NLO+PS black-boxes necessary: ongoing within HXSWG!

pT,j1 pT,tt̄bb̄ (ttbb cuts) pT,tt̄bb̄ (no cuts)

stable ttbb

SherpaOL HT/2
MG5+PY8 (.5,1)HT/2
MG5+HW7 (.5,1)HT/2
MBx+HW7 (.7,1)HT/2
PowhegOL+PY8 HT/2
PowhegOL+HW7 HT/2
Powhel+PY8 HT/2 (ISR)
NLO
LO

10�4

10�3

10�2

10�1

1

10 1
pT of 1st light-jet (ttbb cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+PY8 (.5,1)HT/2
PowhegOL+PY8 HT/2
Powhel+PY8 HT/2 (ISR)

10�4

10�3

10�2

10�1
pT of 1st light-jet (ttbb cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+HW7 (.5,1)HT/2
MBox+HW7 (.7,1)HT/2
PowhegOL+HW7 HT/2

10�4

10�3

10�2

10�1
pT of 1st light-jet (ttbb cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+PY8 (.5,1)HT/2
MG5+HW7 (.5,1)HT/2
MBx+HW7 (.7,1)HT/2
PowhegOL+PY8 HT/2
PowhegOL+HW7 HT/2
Powhel+PY8 HT/2 (ISR)
NLO
LO

10�3

10�2

10�1

1

10 1
pT of the tt̄bb system (ttbb cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+PY8 (.5,1)HT/2
PowhegOL+PY8 HT/2
Powhel+PY8 HT/2 (ISR)

10�3

10�2

pT of the tt̄bb system (ttbb cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+HW7 (.5,1)HT/2
MBox+HW7 (.7,1)HT/2
PowhegOL+HW7 HT/2

10�3

10�2

pT of the tt̄bb system (ttbb cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+PY8 (.5,1)HT/2
MG5+HW7 (.5,1)HT/2
MBx+HW7 (.7,1)HT/2
PowhegOL+PY8 HT/2
Powhel+PY8 HT/2 (ISR)
NLO
LO

10�3

10�2

10�1

1

pT of the tt̄bb̄ system (no cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+PY8 (.5,1)HT/2
PowhegOL+PY8 HT/2
Powhel+PY8 HT/2 (ISR)

10�2

10�1

pT of the tt̄bb̄ system (no cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

stable ttbb

SherpaOL HT/2
MG5+HW7 (.5,1)HT/2
MBox+HW7 (.7,1)HT/2

10�3

10�2

10�1

pT of the tt̄bb̄ system (no cuts)

ds
/d

p T
[p

b/
G

eV
]

0 50 100 150 200 250 300 350 400
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

pT [GeV]

ra
tio

to
Sh

er
pa

familiar picture in spectrum of radiation/recoil spectrum

normalisation changes but shape di↵erent persists if b-jet cuts removed

hypotheis: distortion of jet-spectrum due to large local K-factor and di↵erent
S/H separation

) jet recoil transferred to b-jets ) b-jet bin migrations
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familiar picture in spectrum of radiation/recoil spectrum

normalisation changes but shape di↵erent persists if b-jet cuts removed

hypotheis: distortion of jet-spectrum due to large local K-factor and di↵erent
S/H separation

) jet recoil transferred to b-jets ) b-jet bin migrations
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Comparison with stable tops (ttbb cuts)
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NLOPS+PY8 and Sherpa predictions (1st ratio):

PowhegOL ' Sherpa while MG5+PY8 ' Powhel+PY8 (lack of FS hdamp?)

NLOPS+HW7 and Sherpa predictions closer to each other
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PowhegOL ' Sherpa while MG5+PY8 ' Powhel+PY8 (lack of FS hdamp?)

NLOPS+HW7 and Sherpa predictions closer to each other
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➡ Sizable differences between different generators: in particular in radiation/recoil spectrum
➡ hypothesis: distortion of jet-spectrum due to large local K-factor and different S/H separation 

[HXSWG; ongoing][HXSWG; ongoing]
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➡ Sizable differences between different generators: in particular in radiation/recoil spectrum 
➡ Without understanding their origin (physical or not?) we should not use MC differences as 

theory uncertainty!
➡ Careful look inside the NLO+PS black-boxes necessary: ongoing within HXSWG! 
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Bin migrations and recoil observables

Hypothesis of bin migrations and recoil e↵ects

Enhancement of XS with Nb � 2 due shower-induced migrations of events from
bins with Nb = 0, 1.

Comparing LO vs LO+PS we can study migrations on event-by-event basis
(impossible at NLO+PS)

and find distributions sensitive to migrations that can be used at NLO+PS to
study/validate migration e↵ects

It was found that Nb migrations are dominated by kinematic shifts in pT,b (rather
than ⌘b or �Rb1,b2) ) they most likely arise from shower recoil e↵ects

Recoil observables (pT,rec >15GeV)

��rec,X = �� (~prec, ~pX) , ~prec = �
X

t,t̄,b1,b2

~pi,

when recoil of the QCD radiation absorbed by
object X ) peak at ��rec,X = ±⇡
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t1

• leading top absorbs strong recoil form QCD radiation 
•NLOPS enhancement of recoil well consistent with  

ttbbj at NLO (nontrivial!)

[HXSWG; ongoing]

[Buccioni, Pozzorini, Zoller, 1907.13624]
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t1

• leading bottom gets strong UNPHYSICAL recoil in LO+PY8
•unphysical since no evidence of recoil in ttbb, ttbbj, or  

PWG+PY8 at NLO
•unphysical recoil strongly suppressed only by Powheg / 

attenuated by MC@NLO matching (MG and Sherpa)

[HXSWG; ongoing] [HXSWG; ongoing]

[Buccioni, Pozzorini, Zoller, 1907.13624]

• leading top absorbs strong recoil form QCD radiation 
•NLOPS enhancement of recoil well consistent with  

ttbbj at NLO (nontrivial!)
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Conclusions

• SM is in excellent shape
• High-precision (Theo + Exp) allows to push limits to unprecedented levels 
• NNLO QCD + NLO EW is the new standard: VV, V+jets, dijets, tt, HV, VBF
• Use ratios for theory X exp background improvements 
• Explore the unknown: tail, tails, tails!!

 Developments relevant for Run-3 analyses
• NNLO QCD + PS 
• PS matching and multi-jet merging @ NLO QCD+EW
• open the NLO PS black boxes  
(benchmark against NNLO or NLO multijet computations)

• NNLO QCDxEW & NNLO EW uncertainty estimates

precision for Run-3
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inclusive V: MEPS@NLO QCD+EWvirt
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predictions in all of the  
phase-space…
‣…including Parton-Shower 

effects.
‣ Can directly be used by the 

experimental collaborations 
 

‣ pT, V : MEPS@NLO QCD+EW  
in agreement with  
QCDxEW (fixed-order)
‣ pT, j1: 
• merging ensures stable results  

(dijet topology at LO)
• compensation between 

negative Sudakov and LO mix

W- W-

j1 j1

pT [GeV]
[S. Kallweit, JML, P. Maierhöfer, M. Schönherr, S. Pozzorini, ‘14+’15]

EW corrections

Very large EW corrections to pp ! Z/W + 1 jet

NLO (electro)weak [Maina, Ross, Moretti ’04;Kühn,

Kulesza, S.P.,Schulze ’04–’07]

EW Sudakov logs beyond NLO [Kühn, Kulesza,

S.P.,Schulze ’04–’07; Becher, Garcia i Tormo ’13]

NLO QCD+EW with o↵-shell Z/W decays
[Denner,Dittmaier,Kasprzik,Muck ’09–’11]
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multi-jet case: EW Sudakov poorly explored and crucial
for BSM searches

huge di-jet contributions at high jet pT ) V +1 jet NLO
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overlap with EW processes (VBF,V V
0,tj, tW , tt̄) and

interference with QCD

soft W/Z
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g

S. Pozzorini (Zurich University) V +multijets EW SM@LHC2015 10 / 28



How to correlate QCD uncertainties across processes?

Z+jet/W+jet LO (uncorrelated errors)
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How to correlate QCD uncertainties across processes?
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How to correlate QCD uncertainties across processes?

consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties

correlated treatment yields tiny  
O(<~ 1%) uncertainties
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check against NLO QCD!

NLO QCD corrections remarkably flat 
in Z+jet / W+jet ratio!
→ supports correlated treatment of 
uncertainties!
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How to correlate QCD uncertainties across processes?
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higher-order corrections beyond NLO!
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How to correlate these uncertainties across processes?

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level
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QCD uncertainties: ratios
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How to correlate these uncertainties across processes?

δ < 2 % δ < 3-4 %

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 
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How to correlate these uncertainties across processes?

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 
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How to correlate these uncertainties across processes?

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 
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Uncertainty estimates at NNLO QCD
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Uncertainty estimate of (N)NLO EW from naive 
exponentiation x 2:

↵(L2 + L1)

check against two-loop Sudakov logs 
[Kühn, Kulesza, Pozzorini, Schulze; 05-07]

↵2(L4 + L3)

where �, � and ⇠ are anomalous dimensions depending on the EW quantum394
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At NLL level, which is the logarithmic accuracy at which NNLO Sudakov effects402

are known for V+ jet production [12–16], the following types of logarithms are403

available,9404
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where M = MW ⇠ MZ , Q2
ij = |(p̂i±p̂j)

2
| are the various Mandelstam invariants407

built from the hard momenta p̂i of the V+ jet production process and Q
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In this work we will employ the explicit NLL Sudakov results of [12–16],410

which have been implemented, in addition to exact NLO QCD+NLO EW am-411

plitudes, in the OpenLoops matrix-element generator [4, 17]. Let us recall412
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Transverse-momentum distributions including exact NLO EW corrections and426

Sudakov logarithms at NLO and NNLO are shown in Fig. 4, which confirms427

that the accuracy of the Sudakov approximation at NLO is very high, thereby428

supporting the usage of EW Sudakov logarithms at NNLO.429

9At NLO, EW corrections are known exactly and also NNLL asymptotic expansions [12–16]
are available.
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Mixed QCD-EW uncertainties

Here j1 denotes the first jet, while the total transverse energy H
tot
T is defined in terms of the jet

and W -boson transverse momenta12 as

H
tot
T = pT,W +

X

k

pT,jk , (6.3)

where all jets that satisfy (6.1) are included.
Our default NLO results are obtained by combining QCD and EW predictions,
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respectively. As LO contributions, in Sections 6.1–6.3 only the leading-QCD terms of O(↵
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S↵) will

be included, while LO EW–QCD mixed and photon-induced terms of O(↵
n�1
S ↵

2
) will be discussed

in Section 6.4. In order to identify potentially large effects due to the interplay of EW and QCD
corrections beyond NLO, we will also consider the following factorised combination of EW and
QCD corrections,
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If this approach can be justified by a clear separation of scales—such as in situations where QCD
corrections are dominated by soft interactions well below the EW scale—the factorised formula
(6.6) can be regarded as an improved prediction. Otherwise, the difference between (6.5) and (6.6)
should be considered as an estimate of unknown higher-order corrections.

In the following sections, we will present QCD+EW and QCD⇥EW NLO corrections relative
to �

NLO
QCD, which corresponds to the ratios
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Note that the QCD⇥EW ratio (6.8) corresponds to the usual NLO EW correction relative to LO,
which is free from NLO QCD effects, while the QCD+EW ratio (6.7) depends on �

NLO
QCD. In particu-

lar, for observables that receive large NLO QCD corrections, the relative QCD+EW correction can
be drastically suppressed as compared to the QCD⇥EW one. This feature is typically encountered
in observables that receive huge QCD corrections of real-emission type. In such situations, NLO
QCD+EW predictions for pp ! W +n jets are dominated by tree-level contributions with one extra
jet, and the inclusion of NLO QCD+EW corrections for pp ! W +(n+1) jets becomes mandatory.

6.1 W+
+ 1 jet

Among the various W+(multi)jet production processes, the inclusive production of a W boson
in association with (at least) one jet is the one that features the strongest sensitivity to NLO
QCD radiation. This is clearly illustrated by the results shown in Figures 13–14 and Table 2. In
particular, large NLO QCD effects arise in the tails of the inclusive distributions in the W -boson and

12Note that at variance with the definition (5.3) of ĤT, here we use transverse momenta and not transverse energies.
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Difference between these two approaches indicates 
size of missing mixed EW-QCD corrections.

Given QCD and EW corrections are sizeable, also mixed QCD-
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Figure 8: NLO EW predictions for the production of Z(! `
+
`
�
)+jets (left) and

W
±
(! `⌫)+jets (right) at 13TeV. The NLO EW corrections for vector boson

production in association with one jet (blue) are compared with corresponding
corrections for the production in association with two jets (green). In the V +2j
predictions we require, besides the inclusive event selection detailed in section 4,
at least two anti-kT jets with R = 0.4 and pT,j1,2 > 30 GeV (without any ⌘ cuts).
The lower ratio plot shows the difference in the EW corrections between the
one- and two-jet processes, �NLOEW = 

V jj
NLOEW � 

V j
NLOEW for the full NLO

EW corrections (red) and excluding the finite mixed QCD-EW Bremsstrahlung
interference contributions from the V +1j production (magenta).

where the mixed EW–QCD uncertainty reads633
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mix(x) = 0.1

h
K

(V )
TH,�(x, ~µ0)�K

(V )
TH,⌦(x, ~µ0)

i
, (46)634

and the related nuisance parameter should be Gaussian distributed with one635

standard deviation corresponding to the range "mix 2 [�1,+1]. This rather636

small value of the factor 0.1 in eq. (46) reflects the high degree of EW–QCD637

factorisation observed in Fig. 8. Variations of "mix should be correlated across638

different processes.639

In Fig. 9 the difference between the additive and the multiplicative combina-640

tion of QCD and EW corrections together with the corresponding uncertainty641

estimate (46) is shown for the various V +jet processes.642

4 Setup for numerical predictions643

In this section we define physics objects (Section 4.1), acceptance cuts and ob-644

servables (Section 4.2), and input parameters (Section 4.3) to be used in the645

theoretical calculations for pp ! W
±
/Z/�+ jet.646
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Origin of these differences

5555

project 2: “test case”

I (to me) this approach seems suitable to highlight issues, if there (as done in the context of
the HXSWG for VBF and tt̄H(! bb̄)).

I it should also clearly show that, unless unavoidable, it’s not a good idea to estimate an
uncertainty comparing a LO+PS vs. NLO+PS generator.

I it also seems to go towards what the EXP community is asking for.

•origin: different shower-induced bins migrations  
across b-jets cuts


