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Micron DLA
an introduction
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our experience
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Micron Deep Learning Accelerator (DLA)

Designed for:

- (Good performance per power

- High utilization

- Efficient use of memory bandwidth
- Low latency

- Scalability: loT to cloud

Implemented on Micron ACS FPGAs
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any neural network
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NEURAL NETWORKS
Al workloads

recommendation engines
conversational systems

The
AMicron

Advantage low-power DDR

medical imaging
satellite imaging

3D NAND

categorization
speech commands

machine-learning
memory

loT ultra-low-power
all neural networks!
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Micron DLA
Deep Learning Accelerator
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Micron Inference Engine Architecture

memory interface
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Compiler
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Models

Framework

Format

Compiler

Hardware

CNN RNN

F Tensorflow | O PyTorch

Python API C API

Al Model Parser

Installer and Docs

Al Model Quantizer

DLA Optimizer

DLA Assembler

DLA Run Time

FPGA DLA




Verticals
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Healthcare and scientific

Mecthod: NRRN-4BU, PSNR: 31.106dB, SSIM: 0.9708, IQR: 0.941
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Manufacturing and Robotics
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Autonomous systems
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Security, Smart cameras
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3 years with OpenLab



3 Years with
Openlab

* Contract beganin 2018

 Boards and software stack provided to
teams, collaboration begins

 Onsite visit with ProtoDUNE in
June 2019

e CMS hosted in Seattle December
2019




Current Collaboration Highlights

* Working with CMS on Scouting SB852
, , QSFP28
SCOUtlng network < 1 us / inference SEREIE Mellanox MMA1B00-C100D
* Support for QSFP bringup, architecture — OSEP28
Changes to minimize |atency 161.13281250 MHz ref clk  Mellanox MMA1B00-C100D

e Great work Thomas & team for results
on the right!

* Working with ProtoDUNE to
implement GNNs on hardware

* Entirely new application for DLA, more
to come
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