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Precision jet physics at hadron colliders

Thomas Gehrmann CERN Jet Workshop 2021

• Precision tests of the Standard Model
• Measurements of masses and couplings

• Interplay of calculations and 
measurements
• Accuracy on most cross sections ≳5%
• Limited by PDFs, QCD corrections

• Perturbative QCD as analysis tool
• Data-driven background predictions,   

e.g. dark-matter+monojet [J.Lindert et al.]

• Jet substructure techniques
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State-of-the-art

• Precise predictions: perturbation theory expansion of observables
• Automated tools for leading and next-to-leading order QCD and EW
• infrastructure from event generator programs 

• HERWIG, SHERPA, aMC@NLO
• standard interface to one-loop amplitude providers 

• BlackHat, GoSam, Recola, OpenLoops, NJet, MadLoop, CutTools

• Combined with parton shower 
• full event properties with NLO accuracy on differential cross sections
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Jet observables in perturbation theory
• Partons are combined into jets using same algorithm as in experiment

• No algorithm dependence at leading order
• Theoretical description more accurate with increasing order
• One extra parton per order in perturbation series
• Parton shower: multiple emissions, approximate description

Thomas Gehrmann CERN Jet Workshop 2021 4
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State-of-the-art: NNLO calculations
• Fully differential exclusive cross sections, various methods, process-by-process
• Sector decomposition

• pp → H, pp → V [C.Anastasiou, K.Melnikov, F.Petriello]

• qT subtraction
• pp → H, pp → V,pp → γγ, pp → VH [S.Catani, L.Cieri, D.de Florian, 

G.Ferrera, M.Grazzini, F.Tramontano]

• pp → VV [M.Grazzini et al.: MATRIX]

• pp → tt, pp → bb [S.Catani, S.Devoto, M.Grazzini, S.Kallweit, J.Mazzitelli]

• Sector-improved residues 
• pp → tt [M.Czakon, P.Fiedler, A.Mitov]

• pp → H+j [F.Caola, K.Melnikov, M.Schulze] 

• pp → 2j [M.Czakon, A.Van Hameren, A.Mitov, R.Poncelet] 

• pp → 3γ, pp → 2γ+j, pp → 3j [H.Chawdhry, M.Czakon, A.Mitov, R.Poncelet] 

Thomas Gehrmann CERN Jet Workshop 2021
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Figure 1: Single-di↵erential cross sections as a function of pT,thigh . CMS data [9] and LO,
NLO and NNLO results for central scales equal to HT/2 (left), mT,thigh (central) and mT,thigh/2
(right).

are applied to obtain our theoretical predictions. To perform the comparison, our results are

multiplied by the factor 0.292, which corresponds to the value 0.438 [98] of the semileptonic

decay fraction of the tt̄ pair, multiplied by a factor of 2/3 since Ref. [9] considers only the decay

into electrons and muons.

In Ref. [9] the CMS data for single- and double-di↵erential distributions are compared to

theoretical results obtained with the NLO Monte Carlo event generators POWHEG [99–101],

interfaced either to PYTHIA8 [102] or to HERWIG++ [103], and MG5 aMC@NLO [104]

interfaced to PYTHIA8 [102] (using the FxFx method [105] to deal with multijet merging).

In addition, some of the measured parton-level single-di↵erential distributions, namely the

transverse-momentum and rapidity distributions of the leptonically and hadronically decaying

top quark and the invariant-mass and rapidity distribution of the tt̄ pair, are also compared to

the NNLO QCD+NLO EW results of Ref. [42]. None of the double-di↵erential distributions in

Ref. [9] are compared to theoretical results beyond NLO QCD.

3.1 Single-di↵erential distributions

In this section we present LO, NLO and NNLO results for a selection of single-di↵erential dis-

tributions and compare them with the CMS measurements from Ref. [9]. At each perturbative

order the scale-uncertainty bands in the figures are computed as explained at the beginning of

Section 3.

We start the presentation by considering the transverse-momentum distributions of the top

and antitop quarks. For each event we classify the transverse momenta according to their

maximum and minimum values, pT,thigh and pT,tlow .
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State-of-the-art: NNLO calculations
• Projection-to-Born

• pp → H+2j, pp → HH+2j (VBF) [M. Cacciari, F. Dreyer, A. Karlberg, G. Salam, G. Zanderighi] 

• N-Jettiness subtraction
• pp → H, pp → V, pp → H+j, pp → V+j, pp → Ɣ+j

[R.Boughezal, J.Campbell, K.Ellis, C.Focke, W.Giele, X.Liu, 
F.Petriello, C.Williams: MCFM]

• Antenna subtraction
• pp → H+j, pp → H+2j (VBF), pp → V+j, pp → Ɣ+j, pp → 2j,                   

pp → VH, ep → 2j [X.Chen, J.Cruz-Martinez, J.Currie, R.Gauld,      
A.Gehrmann-De Ridder, N.Glover, M.Höfer, A.Huss, I.Majer, J.Mo, 
T.Morgan, J.Niehues, J.Pires, D.Walker, J.Whitehead, TG: NNLOJET]

• Typically require HPC infrastructure:
runtimes ~100’000 CPU hours
• Public codes available only for color singlet processes (MCFM, MATRIX)

Thomas Gehrmann CERN Jet Workshop 2021 6



NNLOJET code

• NNLO parton level event generator
• Based on antenna subtraction

• Provides infrastructure
• Process management
• Phase space, histogram routines
• Validation and testing 
• Parallel computing (MPI) support for warm-up and production
• ApplGrid/fastNLO interfaces in development

• Processes implemented at NNLO
• Z+(0,1)jet, H+(0,1)jet, W+(0,1)jet, Ɣ+1jet H+2jet (VBF)
• DIS-2j, LHC-2j
• Typical runtimes: 60’000-250’000 core-hours 

Thomas Gehrmann CERN Jet Workshop 2021 7

NNLOJET project:
X. Chen, J. Cruz-Martinez, J, Currie,           
A. Gehrmann-De Ridder, E.W.N. Glover, 
M. Höfer, A. Huss, I. Majer, J. Mo,              
T. Morgan, J. Niehues, J. Pires,                   
R. Schürmann, M. Sutton, D. Walker, TG



V+jet at NNLO
• Application: forward V+jet production at LHCb (8TeV)                          

[NNLOJET: A.Gehrmann-De Ridder, E.W.N.Glover, A. Huss, D.Walker, TG]

• NNLO corrections small; residual theory uncertainty ~2%
• Potential impact on parton distributions

Thomas Gehrmann CERN Jet Workshop 2021 8
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Figure 5: Cross section di↵erential in the
pseudorapidity ⌘ of the leading jet for W+ production.
Predictions at LO (green), NLO (orange), and NNLO

(red) are compared to LHCb data from Ref. [2], and the
ratio to NLO is shown in the lower panel. The bands

correspond to scale uncertainties estimated as described
in the main text.

Figure 6: Cross section di↵erential in the
pseudorapidity ⌘ of the leading jet for Z production.
Predictions at LO (green), NLO (orange), and NNLO

(red) are compared to LHCb data from Ref. [2], and the
ratio to NLO is shown in the lower panel. The bands

correspond to scale uncertainties estimated as described
in the main text.

Figure 7: Cross section di↵erential in the
pseudorapidity ⌘ of the lepton for W� production.

Predictions at LO (green), NLO (orange), and NNLO
(red) are compared to LHCb data from Ref. [2], and the
ratio to NLO is shown in the lower panel. The bands

correspond to scale uncertainties estimated as described
in the main text.

Due to the invariant mass cuts applied in the ZJ case
shown in Fig. 3, the available Bjorken-x values allowed
have a larger minimum value, such that x1 > 0.11,
x2 > 0.0002 in the highest pT bin. As a result, we in
general probe harder values of x for ZJ production than
for WJ. We can see that the same features are present
at large pT as in the charged current case, with a sys-
tematic overestimation in the region, which is likely to
be the result of the valence quark contributions to the
PDF being too large in this region.

The leading jet pseudorapidity distributions seen in
Figures 4, 5 and 6 show a similar pattern to the pT in
the NNLO corrections with respect to data. This may
be indicative of a normalisation issue in the PDFs for
the forward regions giving a systematic overestimation
in the theory results. As the behaviour is similar for
both W+ and W�, it is likely that this is the same for
both the u and the d quark content of the PDFs. In
this case, we probe simultaneously more extreme regions
of x1 and x2 than for the p

j
T distributions as the dir-

ectional dependence on the rapidities shown in 1 allows
us to more directly discriminate the two Bjorken-x val-
ues. This can be seen most explicitly for the ZJ case,
for which the forwardmost bin in pseudorapidity requires
implicitly x1 > 0.16, x2 > 1.1 ⇥ 10�4, meaning that the
large x > O(0.1) regions are e�ciently probed.

The distributions for the rapidity of the lepton ⌘l are
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Figure 7: Cross section di↵erential in the
pseudorapidity ⌘ of the lepton for W� production.

Predictions at LO (green), NLO (orange), and NNLO
(red) are compared to LHCb data from Ref. [2], and the
ratio to NLO is shown in the lower panel. The bands

correspond to scale uncertainties estimated as described
in the main text.

Due to the invariant mass cuts applied in the ZJ case
shown in Fig. 3, the available Bjorken-x values allowed
have a larger minimum value, such that x1 > 0.11,
x2 > 0.0002 in the highest pT bin. As a result, we in
general probe harder values of x for ZJ production than
for WJ. We can see that the same features are present
at large pT as in the charged current case, with a sys-
tematic overestimation in the region, which is likely to
be the result of the valence quark contributions to the
PDF being too large in this region.

The leading jet pseudorapidity distributions seen in
Figures 4, 5 and 6 show a similar pattern to the pT in
the NNLO corrections with respect to data. This may
be indicative of a normalisation issue in the PDFs for
the forward regions giving a systematic overestimation
in the theory results. As the behaviour is similar for
both W+ and W�, it is likely that this is the same for
both the u and the d quark content of the PDFs. In
this case, we probe simultaneously more extreme regions
of x1 and x2 than for the p

j
T distributions as the dir-

ectional dependence on the rapidities shown in 1 allows
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for which the forwardmost bin in pseudorapidity requires
implicitly x1 > 0.16, x2 > 1.1 ⇥ 10�4, meaning that the
large x > O(0.1) regions are e�ciently probed.

The distributions for the rapidity of the lepton ⌘l are



Z+b-jet at NNLO
• Identified-flavour jets
• signature top precision physics and in many 

BSM searches
• probe specific quark-parton distributions

• Require infrared-safe definition jet-flavour
• flavour-kT algorithm [A.Banfi, G.Salam, G.Zanderighi]

• NNLO calculation for Z+b-jet production
[NNLOJET: R.Gauld, A.Gehrmann-De Ridder, N.Glover, A.Huss, I.Majer]

• experimental measurement: anti-kT jets with 
flavour tag (not IR-safe)
• massive variable-flavour number scheme
• data/theory comparison requires data 

unfolding to flavour-kT
Thomas Gehrmann CERN Jet Workshop 2021 9
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tions are then compared to the corresponding 5fs scheme
predictions at each respective order. It is found that
these two predictions coincide in the limit mb ! 0, which
demonstrates that both the finite zero-mass and the log-
arithmically divergent terms have been correctly subtrac-
ted from the massive computation, thus providing an im-
portant cross-check of our implementation of Eq. (1).
The physical prediction is obtained for the b-quark

mass as indicated by the dashed vertical line at mphys.
b =

4.92 GeV. At O(↵3
s), the FONLL prediction is

�FONLL

Fiducial
(mphys.

b ) = 3.490+0.078
�0.078(scales) pb. As compared

to O(↵2
s), a large reduction in the scale uncertainty of

the prediction and a small negative shift on the central
value is observed. Furthermore, it is found that the in-
clusion of mass corrections at O(↵3

s) leads to a negative
correction (�2.3%). The impact of the mass corrections
is as large as the scale uncertainty, which underpins the
importance of including such corrections as part of a pre-
cision computation.
To compare this prediction to data, we perform the

unfolding procedure for the fiducial cross-section region
defined in [8], finding a correction of c = 0.883+0.004

�0.008. It is
found that the main contribution to this correction is the
subtraction of a ‘fake’ rate from the data, corresponding
to situations where an event which passes the fiducial
selection when the anti-kT clustering is used, but does
not pass the same selection when instead the flavour-kT
clustering is employed. Applying this correction to the
data gives �CMS

Fiducial,f-kT
= 3.134 ± 0.214+0.013

�0.025pb, where
the first uncertainty is that of the original measure-
ment and the second one due to the unfolding proced-
ure. With respect to the central value of the FONLL
O(↵3

s) prediction, taking only the experimental uncer-
tainty into account, the agreement with the unfolded
data is 1.67�. In addition to the scale uncertainty shown
in Fig. 1, an uncertainty due to PDF and variation of
↵s(MZ) = 0.118±0.001 has also been assessed (at NLO),
which gives ��(PDF,↵s) = ±0.074 pb. The uncertainty
of the prediction and unfolded data overlap when these
additional sources of uncertainty are taken into account.
Di↵erential distributions. As part of the measure-
ment [8], a number of di↵erential observables for the pro-
cess pp ! Z+b-jet were considered. Here we have chosen
to focus on the transverse momentum of the leading b-jet
(pT,b) as well as the absolute pseudorapidity of the lead-
ing b-jet (⌘b).
The pT,b distribution is shown in Fig. 2 where the ab-

solute cross-section is shown in the upper panel, the ratio
to data in the central panel, and the ratio to the NLO 5fs
prediction in the lower panel. The FONLL predictions
are provided at the physical b-quark mass, and the uncer-
tainty due to scale variation is shown. The central result
of the unfolded CMS data is indicated with black error
bars, and the additional uncertainty due to the input
model of the unfolding procedure is overlaid with a grey
crossed fill. In the lower panel, we have included the cent-

ral (N)NLO predictions in the 5fs scheme to indicate the
relevance of the mass corrections. A large reduction in
the scale uncertainties for this distribution are observed
at O(↵3

s). The impact of the mass corrections is most rel-
evant at small values of pT,b, where they approximately
amount to �4%, while for large pT,b they essentially van-
ish. This behaviour is naively expected as a scale set by
the power corrections is of the form m2

b/p
2

T,b. Reasonable
agreement with the data is found, although there is a
tendency for the data to prefer a smaller normalisation.
To better quantify this agreement, we have computed
the �2 for this observable with respect to the central
FONLL predictions, finding �2/Ndat(↵2

s, pT,b) = 23.4/14
and �2/Ndat(↵3

s, pT,b) = 21.5/14. This is an underes-
timate of the agreement as no correlations have been in-
cluded in this test—they are not publicly available—and
only the experimental (inner) uncertainty of the unfolded
data has been used.
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Figure 2: The transverse momentum distribution of the lead-
ing flavour-kT b-jet. The absolute cross-section is shown in
the upper panel, the ratio to the unfolded data in the central
panel, and the ratio to the NLO 5fs prediction in the lower
panel. The shown uncertainty of the FONLL distributions
are due to scale variations alone.

The corresponding Figure for the |⌘b| distribution is
shown in Fig. 3. As before, the O(↵3

s) corrections are
essential for improving the precision of the theory pre-
dictions. These mass corrections are negative, and range
from �2% at central pseudrapidities to �4% in the for-
ward region. The mass corrections are observed to be
most important for the qq̄-induced channel, and there-
fore become more important at larger pseudorapidity
values where the relative contribution of this channel
increases. These corrections are important for improv-
ing the description of the data, particularly at central
pseudorapidity values where the absolute cross-section is

5

largest. Performing the chi-squared test as above leads to
�2/Ndat(↵2

s, ⌘b) = 12.9/8 and �2/Ndat(↵3
s, ⌘b) = 8.08/8,

therefore finding agreement between the most precise
theoretical prediction and the unfolded data.
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Figure 3: As in Fig. 2, now for the absolute psudorapidity
distribution of the leading flavour-kT b-jet.

DISCUSSION AND CONCLUSIONS

In this work, we have performed a precision calculation
for observables related to the process pp ! Z+b-jet. This
has been achieved by combining a massless NNLO and
a massive NLO computations at O(↵3

s). This is the first
time that such a matching has been performed with a
fully di↵erential NNLO massless computation. The pre-
dictions exhibit greatly reduced uncertainties and open
the door for precision studies involving flavoured jets.
The benefit of this approach is that the contribution to
the cross-section which arises from collinear initial-state
splittings of the form g ! bb̄, can be conveniently re-
summed by PDF evolution as part of the massless calcu-
lation. This approach is suitable for all processes where
these type of logarithmic corrections dominate the cross-
section. At the same time, the impact of finite b-quark
mass e↵ects can easily be incorporated. As a consequence
of using a massless calculation, it becomes necessary to
use an infrared-safe definition of jet flavour, which does
not align with the current choice made by experimental-
ists.
To tackle this issue, we have taken the approach to un-

fold the experimental data which allows for a consistent
comparison between the precise theoretical computation
with data. We have found reasonable agreement for the
leading-b-jet pT,b and ⌘b distributions, as well as the in-
tegrated cross-section. However, a more direct compar-

ison could be possible if the data were directly unfolded to
the level of partonic flavour-kT jets by the experimental
collaborations. This is likely possible as these meas-
urements, such as [8], are already unfolded to a stable
particle level to account for event selection e�ciencies as
well as detector resolution e↵ects. This more direct ap-
proach could potentially avoid systematic uncertainties
introduced by performing the unfolding twice. An altern-
ative approach would be for the measurement to be dir-
ectly performed with flavour-kT jets. To our knowledge,
there have been no experimental studies which attempt
to include flavour information during the jet reconstruc-
tion, and so it is not clear how feasible an experimental
realisation of the flavour-kT algorithm will be.

It is our advice that each of these approaches receive
further investigation. In addition to the final states with
b-jets, charm tagged flavour-kT jets should also be con-
sidered. This is of relevance for final states such as
W/Z + c-jet, where a precise comparison between the-
ory and data is highly desirable, to enable the extraction
of the flavour structure of the proton [69–73].
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NNLO corrections to jet production

• Four QCD partons at tree level
• Most complicated process so far
• Larger number of unresolved limits than in V+jet

• NNLO corrections at leading color N and leading NF
• Subleading corrections: below 2% of cross section at NLO                                   

(M. Czakon, A. van Hameren, A. Mitov, R. Poncelet) 

• Current parton distributions fit to single jet inclusive data 
• Consistent in NLO fit
• In NNLO fit: used so far coefficient functions at NLO+resummation
• Di-jet data not used in fit

• Full NNLO corrections potentially feed back on fits

Thomas Gehrmann CERN Jet Workshop 2021 10



NNLO corrections to di-jet production
• Impact of NNLO terms                                                                               

[NNLOJET: J.Currie, A.Gehrmann-De Ridder, E.W.N.Glover, A.Huss, J.Pires, TG]

• Improved description of shape
• Eliminate NLO ambiguity on central scale choice                                                         

in di-jet production (mJJ versus ⟨pT⟩)
• Remaining uncertainty ~3%

• Expose problems in single-jet inclusive observables
• each jet in event enters observable independently
• large NLO and NNLO corrections in second-jet distribution
• ambiguity on scale setting remains at NNLO
• event-based (HT) versus jet-based (pT)

Thomas Gehrmann CERN Jet Workshop 2021 11
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FIG. 3: NLO/LO (blue), NNLO/NLO (red) and NNLO/LO
(purple) K-factors double di↵erential in mjj and |y⇤|. Bands
represent the scale variation of the numerator. NNLO PDFs
are used for all predictions.

the data across the entire kinematic range in mjj and
|y⇤|, with up to seven orders of magnitude variation in
the cross section. The total NNLO prediction shown in
Fig. 2 is the sum of LO, NLO and NNLO contributions.
We can understand the relative shift in the theoretical
prediction from each perturbative correction by examin-
ing the K-factors shown in Fig. 3. We observe moderate
NLO/LO corrections from +10% at low mjj and |y⇤| to
+50-70% at highmjj and high |y⇤|. The NNLO/NLOK-
factors are typically < 10% in magnitude and relatively
flat, although they alter the shape of the prediction at
low mjj and low |y⇤|.

To emphasize the size and shape of the NNLO correc-
tion, in Fig. 4 we show the distributions normalized to
the NLO prediction. On the same plot we show the pub-
lished ATLAS data, also normalized to the NLO theory
prediction. We observe good agreement with the NNLO
QCD prediction across the entire dynamical range in mjj

and |y⇤| and a significant improvement in the description
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FIG. 4: The NLO (blue) and NNLO (red) theory predictions
and ATLAS data normalized to the NLO central value. The
bands represent the variation of the theoretical scales in the
numerator by factors of 0.5 and 2. Electroweak e↵ects are
implemented as a multiplicative factor and shown separately
as the green dashed line.

of the data for low mjj and |y⇤|, where NLO does not
adequately capture the shape nor the normalization. We
include the electroweak e↵ects as a multiplicative factor,
as calculated in [12], and note that in the region where
they are non-negligible (|y⇤| < 0.5, mjj > 2 TeV) they
improve the description of the data.
We generally observe a large reduction in the scale vari-

ation and small NNLO corrections. An exception to this
conclusion is found at low mjj and |y⇤| < 1.0; in this
case we observe NNLO scale bands of similar size to the
NLO bands, and a negative correction of approximately
10% such that the NNLO and NLO scale bands do not
overlap. To understand this behaviour in more detail we
investigate specific bins of mjj and |y⇤| and study the
scale variation inside that bin, as shown in Fig. 5.
The left pane of Fig. 5 shows the scale variation in the

bin 370 GeV < mjj < 440 GeV and 0.0 < |y⇤| < 0.5,
which is the region where the NLO and NNLO scale



Triple differential di-jet cross section
• Measure two jet production differential in

• scan parton distributions in (x1,x2) 
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FIG. 1: Allowed kinematical regions at LO in the triple di↵erential dijet inclusive cross section (in pb) at
p
s = 8 TeV in the

partonic fraction x1, x2 plane for the jet pT cuts of the CMS measurement.

di↵erential cross section for the six event topologies con-
sidered in the CMS study is shown. The CMS analysis [3]
also performs a detailed study of the constraints on PDFs
that can be derived from the measurement data. These
turn out to be inherently limited by the precision of the
theoretical description of the underlying hard scattering
processes available.

The theoretical predictions for the jet cross section are
obtained in perturbative QCD, as a convolution of the
parton distribution functions for the incoming particles
and the parton–parton hard scattering cross section. The
previous state of the art, as used in Ref. [3], were predic-
tions including next-to-leading order (NLO) QCD [1, 4–
6] and electroweak (EWK) corrections [7–9] for the dijet
production cross section. At this level of accuracy, scale
uncertainties and missing higher order corrections in the
theoretical calculation significantly limit the achievable
precision in the determination of the shape and normal-
ization of the triple di↵erential cross section. To improve
the perturbative QCD description of this process, we
present in this Letter for the first time a computation
of the NNLO corrections to the triple-di↵erential dijet
cross section at the LHC.

Our calculation is performed in the NNLOJET frame-
work, employing the antenna subtraction method [10–12]
to remove all unphysical infrared singularities from the
matrix elements, which we take at leading color in all
partonic subprocesses at NNLO, while keeping the full
color dependence at lower orders. The same setup was

used for the calculation of the NNLO corrections to in-
clusive jet [13, 14] and dijet production [15]. We use
the MMHT2014 NNLO parton distribution functions [16]
with ↵s(MZ)=0.118 for all predictions at LO, NLO, and
NNLO to emphasize the role of the perturbative correc-
tions at each successive order.
The combined nonperturbative (NP) contributions

from hadronization and the underlying event, modeled
through multiple parton interactions, are not included in
the predictions at the parton-level, but have been derived
from parton shower predictions at NLO in Ref. [3]. The
corresponding NP e↵ects have been found to be at most
10% for the lowest pT,avg bins and negligible above 1 TeV.
A recent study [17] has shown that for the R = 0.7 cone
size, there is an excellent agreement for the parton-level
cross section between fixed-order and NLO-matched re-
sults. For this reason, we will take into acount the NP
e↵ects obtained in Ref. [3] as a multiplicative factor in
each bin of the parton-level NNLO cross section, labelling
the results as NNLO⌦NP.
The contribution from EWK e↵ects from virtual ex-

changes of massive W and Z bosons have been computed
in Ref. [7]. These are smaller than 3% below 1 TeV and
reach 8% for the highest pT,avg. Using the results from
Ref. [7], EWK corrections are applied multiplicatively to
the QCD calculation for the central scale choice and we
label the corresponding prediction NNLO⌦NP⌦EWK.
At any given fixed order in perturbation theory, the

predictions retain some dependence on the unphysical



Impact on parton distributions
• Use single inclusive jet and di-jet data in global NNLO PDF fit          

[NNLOJET and NNPDF: R.Abdul Khalek, S. Forte, T. Gianni, E. Nocera, J. Rojo, G. Stagnitto]

• increase in gluon distribution at for x≈0.1...0.3 (MX ≈ 200...1500 GeV)
• decreased uncertainty in this region

• Suggests to replace single-inclusive jets by di-jets for PDF fit

Thomas Gehrmann CERN Jet Workshop 2021 13
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Figure 4.3. Same as Fig. 4.1, now comparing the results of the baseline fit and the fits to the ATLAS
and CMS dijet production cross-sections at 7 TeV and 8 TeV. See text for more details.

4.2 Fits with dijet cross-sections

First of all, we list in Table 4.2 the values of the �2
/ndat for the baseline fit and for the various fits

that include some combinations of the LHC dijet data, both at NLO and at NNLO. In particular
we consider two di↵erent cases: one in which only the ATLAS and CMS dijet measurements at
7 TeV are included, and another where in addition also the CMS 8 TeV triple-di↵erential dijet
distributions are part of the fit. The comparison between the values of �2

/ndat at NLO and at
NNLO is specially useful in order to ascertain the perturbative convergence of the results. Note
that in this table we also provide the value of the total values of �2

/ndat for each individual
group of processes.

From the results summarised in Table 4.2, one can see that ....
Let us now move to the study the impact of the LHC dijet cross-sections at the PDF level.

To begin with, in Fig. 4.3 we present a similar comparison as that of Fig. 4.1, where now next to
the results of the baseline fit we show the results of two fits, one that includes the ATLAS and
CMS 7 TeV dijet cross-sections, and the other than includes the CMS 8 TeV triple-di↵erential
dijet distributions. Note that for the time being we keep separated the dijet data at 7 TeV
from that of 8 TeV, and we will discuss below what happens once the measurements at the two
center-of-mass energies are included simultaneously in the PDF fit.

These results show several interesting features. First of all, we note that the constraints
provided by the 7 TeV and the 8 TeV cross-sections are qualitatively similar: an enhancement
of the central value of the gluon PDF in the region 0.1

⇠
< x

⇠
< 0.4, 0.5, followed by a suppression

for x
⇠
> 0.4, 0.5. The pull of the CMS 8 TeV triple-di↵erential distributions though seems more

marked than of the 7 TeV data, when measured as a di↵erence to the baseline result. One
can also observe that the overall consistency of the resulting gluons seems to be improved at
NNLO as compared to NLO. In the case of the NNLO fits, the three gluons agree within the
corresponding one-sigma PDF uncertainties, and furthermore the results of the fits with 7 TeV
and 8 TeV data are reasonably close to each other. In the next section we will assess how the
results of these PDF fits with dijet data compare with those based on the inclusive jet cross-
sections presented in the previous section. As before, the di↵erences at the level of the quark
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Figure 4.4. Same as Fig. 4.2, now comparing the results of the baseline fit and the fits to the ATLAS
and CMS dijet production cross-sections at 7 TeV and 8 TeV. See text for more details.

PDFs are very small.
Next in Fig. 4.4 we display the same comparison as in Fig. 4.2, now comparing the one-

sigma PDF uncertainties in the baseline fit with those in the fits to the ATLAS and CMS dijet
production cross-sections at 7 TeV and 8 TeV. In the case of the NLO fits, we find that the 7
TeV dijets lead to a more marked reduction of the uncertainties than the 8 TeV ones, perhaps
since the total number of data points is larger in that case. However the picture is less clear
at NNLO. For a region contained in 0.1

⇠
< x

⇠
< 0.3, one finds that both the 7 TeV and 8 TeV

datasets lead to a similar PDF uncertainty reduction. As mentioned above in the case of the
inclusive jet study, the gluon PDF in the NLO baseline fit is a↵ected by larger uncertainties
than its NNLO counterpart. The for x

⇠
> 0.35 one observes that in the case of the 7 TeV dijets

there is little to no reduction of the uncertainties, while for the 8 TeV CMS cross-sections there
is a small overall increase in the size of the PDF errors, something which might indicate some
tension with other datasets in the fit. This result requires further investigation, also at the light
of the possible role played by the inclusion of the electroweak corrections.

Let’s now discuss the agreement between data and theory as quantified by the �
2. In

Table 4.2 we provide the same comparisons as in Table 4.1 now for the ATLAS and CMS dijet
cross-section measurements at 7 and 8 TeV. As before, the numbers in brackets correspond to
the fits including electroweak corrections. We can draw several interesting observations from
this table. To begin with, one finds that in the case of the CMS 8 TeV triple-di↵erential dijet
measurements the value of the �

2
/ndat decreases markedly in the NNLO fit as compared to the

NLO one, from 4.19 to 1.69. This is however not the case for the ATLAS and CMS 7 TeV
dijet cross-sections: in the CMS case the fit quality is the same at two orders, while in the
ATLAS case is somewhat worse at NNLO. In any case, it is interesting to note that at NNLO
one can achieve a reasonable description of the three dijet cross-section datasets available using
the baseline correlation model provided by the experiments. We also see that adding the CMS
8 TeV dijet cross-sections worsens a bit the description of the ATLAS top quark pair rapidity
distribution.
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Fixed-order vs. resummation for QCD jets
• Detailed comparative 

study of Sherpa, 
Herwig, Powheg, 
NNLOJET[J.Bellm et al.]

• NLO+PS does not 
capture NNLO effects
• Jet-size dependence of 

NNLO corrections
• Follow-up: VBF Higgs 

production [A. Buckley et al.]
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FIG. 2: K-factors for Higgs plus jets (top), Z plus jets (middle) and inclusive jet production (bottom).

Fig. 2 (bottom left) shows the inclusive jet transverse momentum spectrum as predicted by the fixed-order LO,
NLO and NNLO calculations, for an R-value of 0.7, as well as the results from an NLO matched computation using
the Sherpa event generator and the NLO-matched Herwig result. In addition, a prediction from Powheg is included
as well. The NLO, Sherpa, Herwig and Powheg results are all in very good agreement with each other over the
range of the plot (� 100 GeV), i.e. there is no significant parton shower systematic and the predictions with parton
showers reflect the underlying fixed-order NLO results. The NNLO normalizations are larger due to the higher order
e↵ects included in these calculations. K-factors (NLO/LO, NNLO/LO, NNLO/NLO, from NNLOJET are shown as a
function of jet size, and as a function of the inclusive jet pT , for two di↵erent rapidity intervals. Again, the K-factors
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Fig. 2 (bottom left) shows the inclusive jet transverse momentum spectrum as predicted by the fixed-order LO,
NLO and NNLO calculations, for an R-value of 0.7, as well as the results from an NLO matched computation using
the Sherpa event generator and the NLO-matched Herwig result. In addition, a prediction from Powheg is included
as well. The NLO, Sherpa, Herwig and Powheg results are all in very good agreement with each other over the
range of the plot (� 100 GeV), i.e. there is no significant parton shower systematic and the predictions with parton
showers reflect the underlying fixed-order NLO results. The NNLO normalizations are larger due to the higher order
e↵ects included in these calculations. K-factors (NLO/LO, NNLO/LO, NNLO/NLO, from NNLOJET are shown as a
function of jet size, and as a function of the inclusive jet pT , for two di↵erent rapidity intervals. Again, the K-factors



Fixed-order vs. resummation for QCD jets

• Dependence on jet algorithm/jet resolution only through real 
radiation 
• NNLO variations can be studied                                                                                   

using NLO calculation for higher                                                                       
multiplicity                                                                                                                 
[M. Dasgupta, F. Dreyer, G. Salam, G. Soyez]

• invalidates small-R approximation
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Figure 2. Left: Comparison of the R dependence in the exact and small-R approximated NLO
expansion, using Eq. (2.3), shown as a function of jet transverse momentum pt, for

p
s = 7TeV

in the rapidity region |y| < 0.5. Right: comparison of �1+2(pt, R,Rref) and �LLR
1+2

(pt, R,Rref) (cf.
Eq. (2.5)). In both plots CT10 NLO PDFs [38] are used, while the renormalisation and factorisation
scales are set equal to the pt of the highest-pt R = 1 jet in the event (this same scale is used for all
R choices in the final jet finding).

Hence, we can then examine

�1+2(pt, R,Rref) ⌘ �1(pt, R,Rref) +�2(pt, R,Rref) (2.5)

and its corresponding LLR approximation, �LLR
1+2

(pt, R,Rref). The reason for including both

NLO and NNLO terms is to facilitate comparison of the size of the results with that of

the pure NLO piece. The results for �1+2 (filled squares) and �LLR
1+2

(crosses) are shown in

Fig. 2 (right). The di↵erence between the crosses in the left-hand and right-hand plots is

indicative of the size of the NNLO LLR contribution. At small R, the di↵erence between

the crosses and solid squares in the right-hand plot gives the size of the NLLR contribution

at NNLO. It is clear that this is a substantial contribution, of the same order of magnitude

as the LLR contribution itself, but with the opposite sign. Ideally one would therefore

carry out a full NLLR calculation. That, however, is beyond the scope of this article.

is equal to the ratio of
R pt,max

pt,min
dpt �1+2(pt, R,Rref), as obtained from a bin-wise unweighted combination

(with removal of a few percent of outlying runs in each bin) and a bin-wise weighted combination (an

alternative approach to a similar issue was recently discussed in Ref. [39]). We believe that the systematics

associated with this procedure are at the level of a couple of percent.

– 6 –



Directions and challenges in precision QCD
• NNLO for higher multiplicities (beyond 2 → 2)
• virtual two-loop amplitudes and integrals largely unknown
• methods for handling infrared singularities becoming unpractical
• much room for conceptual and technical progress

• Matching NNLO and parton showers
• obtain predictions for fully exclusive final states

• N3LO for benchmark processes

Thomas Gehrmann CERN Jet Workshop 2021 16



Directions: loop amplitudes
• One-loop amplitudes computable for arbitrary processes
• automation relies on finite set of known one-loop Feynman integrals

• Multi-loop integrals only known for special cases
• main techniques: differential equations, sector decomposition
• often mix of analytical and numerical techniques
• massless propagators: 2-loop 2→(2,3), 3-loop 2→(1,2), 4-loop 1 →(1,2) 

[D.Chicherin, J.Henn, A.Lo Presti, P.Wasser, Y.Zhang, S.Zoia, TG; S.Abreu, L.J.Dixon, E.Herrmann, B.Page, M.Zeng; 
C.Papadopoulos, D.Tomassini, C.Wever; S.Abreu, H.Ita, F.Moriello, B.Page, W.Tschernow, M.Zeng; J.Henn, 
B.Mistlberger, V.Smirnov, P.Wasser; A.von Manteuffel, R.Schabinger, E.Panzer; K.Chetyrkin, P.Baikov]
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Directions: loop amplitudes
• Multi-loop amplitudes
• require determination of integral coefficients (reduction to master integrals)
• purely symbolic integration-by-parts techniques limited by complexity
• alternative: finite-field reconstruction (multiple evaluations for integer values

of kinematics) [FinRed: A.von Manteuffel, R.Schabinger; FiniteFlow: T.Peraro]

• Recent QCD results
• 5 partons: pp → 3j, pp → γ+2j, pp → 2γ+j, pp → 3γ

[S.Abreu, J.Dormans, F.Febres Cordero, H.Ita, B.Page, V.Sotnikov;                                                                         
H.A.Chawdhry, M.Czakon, A.Mitov, R.Poncelet]

• V+4 partons: pp → W+bb
[S.Badger, C.Borrnum-Hansen, H.B.Haranto, T.Peraro]

• Applications: pp → 2γ+j, pp → 3γ
[H.A.Chawdhry, M.Czakon, A.Mitov, R.Poncelet]
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Directions: NNLO for higher multiplicities

• Matrix elements: issues
• availability of two-loop amplitudes
• stability of (auto-generated) one-loop amplitudes in unresolved limits

• Real radiation at NNLO: issues and developments
• methods scale poorly with multiplicity (complexity, efficiency, ingredients)
• pragmatic approach: residue subtraction with sector decomposition, gradual 

replacement with analytic integrals [M.Czakon; F.Caola, K.Melnikov, R.Röntsch]

• ideas in search for generic methods: factorization, colour-kinematics relations
[G.Bevilacqua, A.Kardos, G.Somogyi, Z.Trocsanyi, Z.Tulipant; L.Magnea, L.Maina, G.Pelliccioli, C.Signorile-Signorile, 
P.Torrielli, S.Uccirati] 
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Directions: matching NNLO & parton showers

• Methods to subtract double-counted terms: NNLOPS, UNNLOPS
• Applications: colour-neutral final states: no jets

[S.Höche, Y.Li, S.Prestel; P.Monni, K.Hamilton, A.Karlberg, E.Re, G.Zanderighi]

• Higgs production
• Drell-Yan process
• W+W- production: rearrange NNLOPS to avoid

expensive tabulation [Ε.Re, Μ.Wiesemann, G.Zanderighi]

• Optimised scale-setting: MiNNLOPS [P.Monni, P.Nason, E.Re, 
[D.Lombardi, M.Wiesemann, G.Zanderighi]

• no re-weighting
• applicable to generic final states
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Ultimate QCD precision: N3LO calculations
• Inclusive coefficient functions
• Deep inelastic scattering [S.Moch, J.Vermaseren, A.Vogt]

• Higgs production [C.Anastasiou, C.Duhr, F.Dulat, F. Herzog, B.Mistlberger]

• Higgs rapidity distribution [F.Dulat, B.Mistlberger, A.Pelloni]

• VBF Higgs production [F.Dreyer, A.Karlberg]

• Drell-Yan process [C.Duhr, F.Dulat, B.Mistlberger]

• Exclusive differential observables: methods
• Projection to Born [M.Cacciari,       

F.Dreyer, A.Karlberg, G.Salam, G.Zanderighi]

• qT subtraction                   
[S.Catani, M.Grazzini] 

Thomas Gehrmann CERN Jet Workshop 2021
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FIG. 1: Approximate Higgs boson rapidity distribution with threshold expansion truncated at di↵erent orders. The left panel
shows the ratio of the approximate NNLO to the exact result, the right panel shows the approximate N3LO result to the best
prediction obtained in this work.
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Ultimate QCD precision: towards N3LO
• Jet production in deep inelastic scattering                                     

[J.Currie, N.Glover, A.Huss, J.Niehues, A.Vogt, D.Walker TG]

• Projection to Born method
• exploits special Born-level kinematics in DIS

• Higgs boson production with H→ƔƔ
[X. Chen, E.W.N. Glover, A. Huss, B. Mistlberger, A. Pelloni] 

• Projection to Born method
• Fully differential in decay products

• Jet structure observables
• dependence on algorithm and resolution
• jet profiles
• require (only) NNLO at higher multiplicity
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Precision theory for jet observables
• Crucial for full exploitation of HL-LHC precision data
• determination of parton distributions and SM parameters
• new physics searches and data driven background methods

• Predict fiducial multi-differential cross sections
• NLO automated, NNLO case-by-case
• Require new computational paradigms: automation and efficiency
• high-multiplicity 2→3 at NNLO becoming feasible

• NNLO real radiation effects often not captured by parton showers
• jet structure, algorithm and resolution dependence

• Ultimate precision: NNLO+PS, N3LO
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