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Globus Connect/Online at BNL

• BNL has some experience of using Globus Connect Service to serve as 
a storage site for HPC sites in US. (See Doug’s Talk for any detail.)

• BNL like many other T1s use dCache as the main storage service for 
ATLAS. Therefore, the attempt was made to use BNL T1 dCache as the 
final aggregation endpoint for the outputs for jobs run at HPCs. 

• Various efforts were made to make it work under dCache.  Although it did 
work somewhat, it never achieved the level of performance and/or 
stability to serve as the storage for T1.  

• BNL also uses Globus Connect for different user communities (eg.
NSLSII light source and Nano Center) .  And, BNL has paid the license 
fees.  For this purpose, it does not use dCache as a storage.   



Various attempts
• Tried regular dCache GridFTP with Globus online

• FTP had the issue with creating directory listing. 
• The patch in dCache GridFTP was provided from the developers.

• Go MD5 checksum has the issue.
• Now dCache supports multiple checksum

• Go has the issue with dCache’s write once storage.
• Retry fails because it tries to append the already closed, failed file.

• Tried Gloubs GridFTP with dCache storage mounted as NFS v4.1.
• It worked a bit better.  But, it was still not stable enough.

• Not tested with newest dCache.

• Tried Globus GridFTP with regular storage mounted as NFS v3
• Worked fine until recently when the load became issue with more transfers from HPC sites.

• The performance of the NFS storage was too low.  

• Tried Globus GridFTP with LustreFS/storage.
• This works.  

• It would have worked with NFS or GPFS or any other POSIX storage.



Debugging info comparison between GO and FTS
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Conclusion
• Globus Connect service expects the storage to be posix-ish.

• Tried to append a file for the failed transfer.  

• dCache needs to handle better (e.g. delete and restart the transfer from the 
beginning…) 

• Globus Connect lacks the adlere32 checksum.
• dCache can support both md5 and adler32.  But, it won’t be able to do the on-the-

fly checksum for md5.

• Globus Connect lacks the detail transfer logs.

• Globus Connect works with regular posix storage.
• Works with AWS S3 and any other S3(?) (I have not tested.) 

• It would be much nicer and simpler if it supports dCache. 

• It would be even nicer if FTS supports Globus an endpoint.  
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