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How Did I End Up Here?

My physics (current) passion is searches for Long Lived Particles
I got into (particle) physics because 
I’ve the intersection of physics, 
computers, and hardware 
fascinated me.

As I became a professor… I had less and less 
time… How could I keep doing physics (e.g. 
making plots)!?

Got involved with others looking to 
make analysis easy and ended up 
being deputy executive director of 
IRIS-HEP.

http://iris-hep.org/


Software And Particle Physics

IRIS-HEP: 17 institute, ~30 FTE NSF software institute.
• Data Management
• Algorithms
• Analysis
• Facilities

HEP-CCE: DOE software institute
• GPU Porting of Algorithms and Generators
• I/O and data formats and disk usage

The NSF
• Physics Division
• Office of Advanced Cyberinfrastructure

http://iris-hep.org/
https://hepcce.org/
http://www.nsf.gov/


Why Now?



Completing The Story



Challenging the Theory

Tabletop Experiments

(𝛾𝛾 scattering @ XFEL)

Nuclear Physics

(DUNE)
(ADMX)

Nuclear PhysicsAstro

(Fermi/GLAST)

(CMS @ LHC)

Particle Physics

https://tabletop.icepp.s.u-tokyo.ac.jp/?page_id=365
https://www.dunescience.org/
https://www.scoopnest.com/user/Seeker/1266030217732059136-the-axion-dark-matter-experiment-admx-at-uw-is-the-world39s-first-dark-matter-experiment-that39s-hun


Particle Physics

𝑠 = 13 TeV

Mt. Blanc

Geneva, Switzerland





ℒ = ℒ𝑆𝑀 + ℒ𝐵𝑆𝑀

Carefully measure every constant

Look for something we have missed

Search for new particles



𝑁 = 𝜎𝐻→𝑍𝑍 × 𝐿

𝑠 Energy, Mass Scale Probed

How often a particular process happens

How often the accelerator 
collides protons

How many events we can expect in our detector



Run 4
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Now HL-LHC Projections

http://cds.cern.ch/record/2651134/files/1902.10229.pdf


Plans for Run 4 – Upgrade the Detectors



Plans for Run 4 – Computing



The World Is Changing I

≠



The World Is Changing II



Computing @ LHC

Measures

Reconstructs hits 
into objects 

(electrons, etc.)

Analysis 
Reconstructs the 

underlying physics

1

2 3

4 Data Lake



Computing @ LHC

Measures

Reconstructs hits 
into objects 

(electrons, etc.)

Analysis 
Reconstructs the 

underlying physics

1 2
3

4

Madgraph5 Detector Simulation

MonteCarlo & Data

(The Standard Model)

Data Lake



The Frontiers of Computing Evolution

Machine Learning

Coprocessors (GPU)

Analysis

OpenData/Reuse



Machine Learning



ML Has Been Around…

1995
Machine Learning is a function fit, or minimization problem

Deep Learning: function has millions of parameters

We learned how to calculate the gradient exactly…

https://www.worldscientific.com/doi/epdf/10.1142/S0129183195000411


We can “calculate” this 𝑓(𝑥) What you want



𝑓(𝑥)

Simulation of complex detector elements

Calibration

Separating signal and background



Photons – Geant4 vs GAN

In Simulation

https://indico.cern.ch/event/973140/


20-30% Gain in Sensitivity

Grab decay from CMS or ATLAS detector picture

Make sure to save to LLP PR plots

In Analysis



Differentiable Programming

Black Box 
(NN)

1. Select 4 muons
2. Selection cuts on muons
3. Combine into Z bosons
4. Selection cuts on Z’s
5. Combine into 4𝑙 object
6. Plot 𝑚4𝑙

Black Box 
(NN)

Lepton Information
Environment Information

𝑚4𝑙

Traditional NN Approach Traditional Approach



Differentiable Programming

1. Select 4 muons
2. Selection cuts on muons
3. Combine into Z bosons
4. Selection cuts on Z’s
5. Combine into 4𝑙 object
6. Plot 𝑚4𝑙

Combine the Approaches

Use ML techniques to optimize!
Based on figure of merit: expected sensitivity

Differentiable Programming allows you to do 
gradient decent through loops, if statements, 
etc.

Differentiable Programming allows you to do 
gradient decent through loops, if statements, 
etc.

Take into account systematic errors!

https://medium.com/@DBCerigo/on-why-gradient-descent-is-even-needed-25160197a635


Coprocessors



Why Are Coprocessors Interesting?
A Co-Processor does a specific calculation much more efficiently than a general-purpose CPU

GPU

FPGA’s

ASIC

Configurable 
Spatial Accelerator 

(CSA)



The Lay Of The Land…

What is viable?
- GPU’s – for general purpose applications
- FPGA – for tailor-made applications



The GPU is optimized for the same parallel task





• GPU’s are very good at Linear Algebra
• GPU’s are very bad at if statements
• Many threads operate in lock-step
• There is no i86 instruction set

Porting algorithms is difficult or nearly impossible





https://indico.cern.ch/event/871092/contributions/3673777/attachments/1976291/3289494/20200127_dcraik_irishep_v2.pdf


Is LHCb the exception? Or the Rule?

Let's hope it is the rule…

Two of the most expensive operations:
- Tracking
- Jet reconstruction

Run 2 Run 4



Field Programmable Gate Arrays

Custom Programming of FPGA’s often used in the trigger

Implementation of a 
software algorithm in 
hardware.

https://indico.cern.ch/event/924283/contributions/4105258/attachments/2154118/3632911/FPGA_GNN_tracking_FastML.pdf


Mostly Arbitrary NN’s FPGA Code

Interesting 
because of the 
trigger

https://github.com/fastmachinelearning/hls4ml


Analysis



Reconstruction/Simulation

Analysis 
Data

Histograms 
& Statistical 

AnalysisData Lake

“Analysis”



Analysis 
Data

Histograms 
& Statistical 

Analysis

1. Write C++ code to access experiment 
Data Format

2. Locate Data in Data Lake
3. Submit jobs to run on world-wide 

GRID of computers on many files
4. Download & combine data locally
5. Make plots/look at data

A cycle takes ~weeks

Not just too long, 
but also leads to 
bad habits



Particle Physics Software Eco-System

ROOT Python

The computational backbone of particle 
physics for the last 25 years

Used by industry to analyze data similar 
to HEP data

• Maintained by the community and a 
core of ~10 developers at CERN and 
Fermilab.

• C++ (even in a command line)
• A framework
• I/O, data analysis, histogram filling, 

fitting, etc., all carefully put together
• Designed by and for particle physics
• Limited use outside

• Ecosystem of many packages 
maintained by industry and open-
source developers

• Uses C/C++ for speed, python for 
productive interface

• A collection of libraries that 
communicate via standards

• I/O, data analysis, histogram filling, 
fitting, etc., all availible

• Needs additional libraries to satisfy all 
of science’s needs

• Growing use by particle physicists





Declarative “Analysis”

SELECT CustomerName, City FROM Customers

SQL Structured Query Language

The data you want to start from

What parts of the data you want

1. Write C++ code to access experiment 
Data Format

2. Locate Data in Data Lake
3. Submit jobs to run on world-wide 

GRID of computers on many files
4. Download & combine data locally
5. Make plots/look at data

1. Get Name of Data in Data Lake
2. Write “simple” query
3. Make plots/look at data



Industry Has Tackled This

Given a query against a registered dataset, automates all 
aspects and returns your requested data. Tested against PB of 
data.

e.g.

Kafka, Hive, Fink, Storm, etc.Many tools

Many tools are mature… why not take advantage of them?

• Independent collider collisions: extreme parallelism
• Rectilinear Data Model
• Data Lake Interfaces



Extreme Parallelism
Industry Solution: Columnar Calculations

• What if your data is too large to fit in 
memory?

• Complex operations generate unneeded 
temporaries

• Don’t loop over events
• Loop over objects/numbers/arrays

1. Load electron energies into memory for all events
2. Scan all at the same time, calculating the mean

Calculate the mean energy of all jets in an event Event 1

Event 2

No loops, no if statements: very GPU friendly!



Rectilinear Data

Particle Physics Data is Jagged

Gaps!

Each Event does not look the same! (numpy ecosystem in Python)

Build out and Extend 
the numpy 
ecosystem

https://github.com/scikit-hep/awkward-1.0


Data Access

ServiceX

Columnar or 
Awkward data

ROOT

Python Ecosystem

• Give it a simple data query: grab only the data you want
• Transmits the data in a compact format to the world



ROOT Tools

RNTuple

Particle physics lives and dies by the size of its on-disk data

• PB’s of data
• SSD’s are very expensive – but fastest way to access data

• New data format tied to ROOT
• ~25% smaller than current file formats
• 2-5 times faster read times

• Should be favorable compared with industry formats!



Statistics
Fundamentally, calculating 
the sensitivity, limit, and 
discovery of a signal is fitting

• Expected Background
• Systematic and Statistical 

Errors on background
• Data

How Compatible?

https://indico.cern.ch/event/822074/contributions/3471458/attachments/1865561/3067487/20190619_TRExFitter_AS.pdf
https://zenodo.org/record/3961236#.YC4qekqIb-g


OpenData and Reuse



OpenData and Particle Physics
“The replication crisis”

• Funding agencies
• Laboratories
• The Community

Publicly Availible Data Has Benefits Too

• Non-collaboration members can produce science
• New models can be tested
• Tool authors have realistic datasets to experiment on
• Easy to link in other communities for tooling

https://en.wikipedia.org/wiki/Replication_crisis


CERN Has an OpenData Policy!
What it means…

Can you imagine anyone running over 1 PB of data?

http://opendata.cern.ch/docs/cern-open-data-policy-for-lhc-experiments#:~:text=The%20CERN%20Open%20Data%20Policy%20reflects%20values%20that,towards%20the%20openness%20and%20preservation%20of%20experimental%20data.


• Defines the analysis
• Background Model
• All Errors

• Defines sample set of signals
• Analysis is freeze-dried

• New set of signals
• Uses reana resources



• High Level Results for published papers
• Computer readable

No more overlaying transparencies!



Last Thoughts



The Community Outside of HEP
All branches of science are taking advantage of the recent advances in computing

“Can a physicist get a Ph.D. without at least 
understanding Machine Learning?”

• Astrophysics
• Particle Physics
• Nuclear Physics (Jefferson Lab’s efforts)

Several examples in this talk
• Pulling techniques and 

software from industry into the 
community

• Designing our own software 
and putting out into industry

Physics
Science & 
Industry

Communicator



Conclusions
$100M is being spent on LHC upgrades

We must extract as much physics from this 
and past investments as possible

Larger dataset, higher luminosity, new 
detectors

Software and computing infrastructure 
will require a major upgrade

Physics is not an island
Industry and others have many mature 
and useful tools

We have years of experience to give back

Software and Computing is a huge 
subject

Quantum Computing

Major advances in computing facilities

Data management

Machine Learning Details would require 
several talks all on its own

The community is vibrant
And not at all limited to just Particle 
Physics

Mention Quantum Computing
Facilities, data management 



Community White Paper

Many of our collaborators and colleagues at U.S. CMS universities and laboratories have contributed to the CWP process and papers



Mathusla

We can still do it 
on one computer



Stuff to check
CMS or ATLAS institute?


