
THE SEARCH OF DARK SATELLITES
WITH GAMMA RAYS

Miguel A. Sánchez-Conde
[‘Atracción de Talento’ senior fellow]

Instituto de Física Teórica IFT UAM/CSIC & Departamento de Física Teórica
Universidad Autónoma de Madrid

‘A rainbow of dark sectors’ – ACP Winter Workshop
Zoom, March 22 – April 1 2021



2

CDM HALO SUBSTRUCTURE

GHALO simulation
[Stadel+09]



3



4

x
DWARFS

Dark satellites

GHALO simulation
[Stadel+09]

Milky Way
virial radius

x

x

x



5

Sawala+20148 17 304
Vmax (km/s)

Galaxies get dark 
at Vmax~20-30 km/s 
because of 
reionization.


(Every halo is dark 
below 8 km/s.)

Similar results: Gnedin 2000; Hoeft et al. 2006; Okamoto et al. 2008; Ocvirk et al. 2016 [CoDa simulations]

sim particle mass:

mbaryon ~ 10,000 Msun

[Sawala+15]

Every halo is dark
below ~8 km/s ~ 108 Msun

Subhalos can lose >90% of its
mass due to tidal forces
à dark subhalos < 107 Msun

Similar results by Gnedin’00; Hoeft+06; 
Okamoto+08; Ocvirk+16; Fitts+17; etc

The most massive subhalos will host visible satellite galaxies

Light subhalos expected to remain completely dark.

DM subhalos (a.k.a. ‘dark satellites’)
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HOW TO SEARCH FOR DARK SUBHALOS?



Dark subhalo searches
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Figure 1: The detection of a dark-matter dominated satellite in the gravitational lens system
B1938+666 at redshift 0.881. The data shown here are at 2.2 micron and were taken with the
W. M. Keck telescope in June 2010. Additional data sets at 1.6 micron, from the Keck tele-
scope and the Hubble Space Telescope, are presented in the Supplementary Information. Top-left
panel: the original data set with the lensing galaxy subtracted. Top-middle panel: the final re-
construction. Top-right panel: the image residuals. Bottom-left panel: the source reconstruction.
Bottom-middle panel: the potential correction from a smooth potential required by the model to
fit the data. Bottom-right panel: the resulting dimensionless projected density corrections. The
total lensing potential is defined as the sum of an analytic potential for the host galaxy plus the
local pixelized potential corrections defined on a Cartesian grid. The potential corrections are a
general correction to the analytical smooth potential and correct for the presence of substructure,
for large-scale moments in the density profile of the galaxy and shear. When the Laplace opera-
tor is applied to the potential corrections and translated into surface density corrections, the terms
related to the shear and mass sheets become zero and a constant, respectively. A strong positive
density correction is found on the top part of the lensed arc. Note that these images are set on
a arbitrary regular grid that has the origin shifted relative to the centre of the smooth lens model
by ∆x = 0.024 arcsec and ∆y = 0.089 arcsec. When this shift is taken into account the position
of the density correction is consistent with the position of the substructure found in the analytic
re-construction (see Supplementary Information).
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I. (Strong) LENSING 

Vegetti+12

V. Belokurov, D
. Erkal, S.E. Koposov

106 Msun 5 107 MsunII. STELLAR GAPS

[Carlberg 12,15;
Erkal+15, 16, 17;
Price-Whelan+18
Boer+18; Banik+19;
Bonaca+19; Malhan+19]

[Vegetti+10,12,18;
Hezaveh+16;
Nierenberg+14,17;
Birrer+17; 
Alexander+19; Varma+20; 
Meneghetti+20]
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• If dark matter (DM) is made of WIMPs à subhalo annihilates à gamma rays

• Maybe the only way to probe subhalo masses below ~107 solar masses
à critical to differentiate LCDM from e.g. WDM cosmology.

• The only subhalo search that provides info on the nature of the DM particle.

DARK SUBHALO SEARCHES: 

III. GAMMA RAYS 
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• If dark matter (DM) is made of WIMPs à annihilates à gamma rays
• Maybe the only way to probe subhalo masses below ~107 solar masses
• The only subhalo search that provides info on the nature of the DM particle.
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models (de Palma et al. 2013). We found that using the
alternative diffuse models varied the calculated limits and TS
values by 20%1 .

4. ESTIMATING J-FACTORS FOR THE
DES dSph CANDIDATES

The DM content of the DES dSph candidates cannot be
determined without spectroscopic observations of their member
stars. However, it is possible to predict the upper limits on the
DM annihilation cross section that would be obtained given
such observations by making the assumption that these
candidates possess DM distributions similar to the known
dSphs. Our estimates for the astrophysical J-factors of these
candidates are motivated by two established relationships.
First, the known dSphs have a common mass scale in their
interiors, roughly 107 M: within their central 300 pc (Strigari
et al. 2008a). This radius is representative of the half light
radius for classical dSphs, but is outside the visible stellar
distribution of several ultra-faint satellites. More generally, the
half-light radius of a dSph and the mass within the half-light
radius have been found to obey a simple scaling relation,
assuming that the velocity dispersions are nearly constant in
radius and the anisotropy of the stars is not strongly radially
dependent (Walker et al. 2009; Wolf et al. 2010).

In the analysis that follows, we used the ten ultra-faint SDSS
satellites with spectroscopically determined J-factors as a
representative set of known dSphs. Specifically, we take the
J-factors calculated assuming an NFW profile integrated over a
radius of 0. 5n for Boötes I, Canes Venatici I, Canes Venatici II,
Coma Berenices, Hercules, Leo IV, Segue 1, Ursa Major I,
Ursa Major II, and Willman 1 (see Table 1 in Ackermann
et al. 2014). Figure 3 shows the relation between the
heliocentric distances and J-factors of ultra-faint and classical
dSphs. As expected from their similar interior DM masses, the
J-factors of the known dSphs scale approximately as the
inverse square of the distance. The best-fit normalization is

Jlog 18.3 0.110( ) � o at d 100 kpc� . We obtain a similar
best-fit value, Jlog 18.1 0.110( ) � o at d 100 kpc� , using the
J-factors derived by Geringer-Sameth et al. (2015a), who
assumed a generalized NFW profile and omitted Willman
1.75 We note that the limited scatter in Figure 3 is primarily due
to the known dSphs residing in similar DM halos (Ackermann
et al. 2014). Under the assumption that the new DES
dSph candidates belong to the same population, we estimated
their J-factors based on the distances derived from the DES
photometry. Table 1 gives the estimated J-factors integrated
over a solid-angle of 2.4 10 sr4%8 _ q � using our simple,
empirical relation.
Several caveats should be noted. None of the DES

candidates have been confirmed to be gravitationally bound.
It is possible that some have stellar populations characteristic of
galaxies but lack substantial DM content, as is the case for
Segue 2 (Kirby et al. 2013), or have complicated kinematics
that are difficult to interpret (Willman et al. 2011). Further,
some of the M31 dSphs have been found to deviate from these
relations, though it is possible that these deviations are due to
tidal disruption (Collins et al. 2014). Kinematic measurements
of the member stars are needed to unambiguously resolve these
questions.
Using the J-factor estimates presented in Table 1, we

followed the likelihood procedure detailed in Ackermann et al.
(2015a) to obtain limits on DM annihilation from these eight
candidates shown in Figure 4.
We assumed a symmetric logarithmic uncertainty on the

J-factor of 0.4 dexo for each DES candidate. This value is
representative of the uncertainties from ultra-faint dSphs
(Ackermann et al. 2011; Geringer-Sameth et al. 2015a) and
is somewhat larger than the uncertainties derived in Martinez
(2015). The 0.4 dexo uncertainty is intended to represent the
expected measurement uncertainty on the J-factors of the DES
candidates after kinematic follow up. The corresponding
uncertainty band is illustrated in Figure 3. We apply the same
methodology as Ackermann et al. (2015a) to account for the
J-factor uncertainty on each DES candidate by modeling it as a
log normal distribution with J iobs, equal to the values in Table 1,
and 0.4iT � dex (see Equation (3) of Ackermann et al. 2015a).
We derived individual and combined limits on the DM

annihilation cross section for DM annihilation via the bb̄ and
τ+τ−channels, under the assumption that each DES candidate is
a dSph and has the J-factor listed in Table 1. We note that when
using a J-factor uncertainty of 0.6 dexo instead of 0.4 dexo , the
individual dwarf candidate limits worsen by a factor of ∼1.6,
while the combined limits worsen by 15%–20%. We stress that
the distance-estimated limits may differ substantially as spectro-
scopic data become available to more robustly constrain the DM
content of the DES candidates. However, once measured J-
factors are obtained, the observed limits from each candidate will
scale linearly with the measured J-factor relative to our
estimates. Given the current uncertainty regarding the nature
of the dSph candidates, we do not combine limits with those
from previously known dSphs (i.e., Ackermann et al. 2015a).

5. DISCUSSION AND CONCLUSIONS

The discovery of eight dSph candidates in the first year of
DES observations sets an optimistic tone for future
dSph detections from DES and other optical surveys.
DES J0335.6−5403, at a distance of ∼32 kpc, is a particularly
interesting candidate in this context, and should be considered a

Figure 3. J-factor distance scaling. Black points are from Table 1 in
Ackermann et al. (2014). The red curve is our best fit with an assumed inverse
square distance relation (see the text). The red band shows the 0.4 dexo
uncertainty that we adopt.

75 When using the values derived by Geringer-Sameth et al. (2015a) and
including Segue 2, we find a best-fit normalization of Jlog 18.0 0.110( ) � o at
d 100 kpc� .
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Should we expect any
dark subhalo e.g. here?

A
dapted from

 A
lbert+15

models (de Palma et al. 2013). We found that using the
alternative diffuse models varied the calculated limits and TS
values by 20%1 .

4. ESTIMATING J-FACTORS FOR THE
DES dSph CANDIDATES

The DM content of the DES dSph candidates cannot be
determined without spectroscopic observations of their member
stars. However, it is possible to predict the upper limits on the
DM annihilation cross section that would be obtained given
such observations by making the assumption that these
candidates possess DM distributions similar to the known
dSphs. Our estimates for the astrophysical J-factors of these
candidates are motivated by two established relationships.
First, the known dSphs have a common mass scale in their
interiors, roughly 107 M: within their central 300 pc (Strigari
et al. 2008a). This radius is representative of the half light
radius for classical dSphs, but is outside the visible stellar
distribution of several ultra-faint satellites. More generally, the
half-light radius of a dSph and the mass within the half-light
radius have been found to obey a simple scaling relation,
assuming that the velocity dispersions are nearly constant in
radius and the anisotropy of the stars is not strongly radially
dependent (Walker et al. 2009; Wolf et al. 2010).

In the analysis that follows, we used the ten ultra-faint SDSS
satellites with spectroscopically determined J-factors as a
representative set of known dSphs. Specifically, we take the
J-factors calculated assuming an NFW profile integrated over a
radius of 0. 5n for Boötes I, Canes Venatici I, Canes Venatici II,
Coma Berenices, Hercules, Leo IV, Segue 1, Ursa Major I,
Ursa Major II, and Willman 1 (see Table 1 in Ackermann
et al. 2014). Figure 3 shows the relation between the
heliocentric distances and J-factors of ultra-faint and classical
dSphs. As expected from their similar interior DM masses, the
J-factors of the known dSphs scale approximately as the
inverse square of the distance. The best-fit normalization is

Jlog 18.3 0.110( ) � o at d 100 kpc� . We obtain a similar
best-fit value, Jlog 18.1 0.110( ) � o at d 100 kpc� , using the
J-factors derived by Geringer-Sameth et al. (2015a), who
assumed a generalized NFW profile and omitted Willman
1.75 We note that the limited scatter in Figure 3 is primarily due
to the known dSphs residing in similar DM halos (Ackermann
et al. 2014). Under the assumption that the new DES
dSph candidates belong to the same population, we estimated
their J-factors based on the distances derived from the DES
photometry. Table 1 gives the estimated J-factors integrated
over a solid-angle of 2.4 10 sr4%8 _ q � using our simple,
empirical relation.
Several caveats should be noted. None of the DES

candidates have been confirmed to be gravitationally bound.
It is possible that some have stellar populations characteristic of
galaxies but lack substantial DM content, as is the case for
Segue 2 (Kirby et al. 2013), or have complicated kinematics
that are difficult to interpret (Willman et al. 2011). Further,
some of the M31 dSphs have been found to deviate from these
relations, though it is possible that these deviations are due to
tidal disruption (Collins et al. 2014). Kinematic measurements
of the member stars are needed to unambiguously resolve these
questions.
Using the J-factor estimates presented in Table 1, we

followed the likelihood procedure detailed in Ackermann et al.
(2015a) to obtain limits on DM annihilation from these eight
candidates shown in Figure 4.
We assumed a symmetric logarithmic uncertainty on the

J-factor of 0.4 dexo for each DES candidate. This value is
representative of the uncertainties from ultra-faint dSphs
(Ackermann et al. 2011; Geringer-Sameth et al. 2015a) and
is somewhat larger than the uncertainties derived in Martinez
(2015). The 0.4 dexo uncertainty is intended to represent the
expected measurement uncertainty on the J-factors of the DES
candidates after kinematic follow up. The corresponding
uncertainty band is illustrated in Figure 3. We apply the same
methodology as Ackermann et al. (2015a) to account for the
J-factor uncertainty on each DES candidate by modeling it as a
log normal distribution with J iobs, equal to the values in Table 1,
and 0.4iT � dex (see Equation (3) of Ackermann et al. 2015a).
We derived individual and combined limits on the DM

annihilation cross section for DM annihilation via the bb̄ and
τ+τ−channels, under the assumption that each DES candidate is
a dSph and has the J-factor listed in Table 1. We note that when
using a J-factor uncertainty of 0.6 dexo instead of 0.4 dexo , the
individual dwarf candidate limits worsen by a factor of ∼1.6,
while the combined limits worsen by 15%–20%. We stress that
the distance-estimated limits may differ substantially as spectro-
scopic data become available to more robustly constrain the DM
content of the DES candidates. However, once measured J-
factors are obtained, the observed limits from each candidate will
scale linearly with the measured J-factor relative to our
estimates. Given the current uncertainty regarding the nature
of the dSph candidates, we do not combine limits with those
from previously known dSphs (i.e., Ackermann et al. 2015a).

5. DISCUSSION AND CONCLUSIONS

The discovery of eight dSph candidates in the first year of
DES observations sets an optimistic tone for future
dSph detections from DES and other optical surveys.
DES J0335.6−5403, at a distance of ∼32 kpc, is a particularly
interesting candidate in this context, and should be considered a

Figure 3. J-factor distance scaling. Black points are from Table 1 in
Ackermann et al. (2014). The red curve is our best fit with an assumed inverse
square distance relation (see the text). The red band shows the 0.4 dexo
uncertainty that we adopt.

75 When using the values derived by Geringer-Sameth et al. (2015a) and
including Segue 2, we find a best-fit normalization of Jlog 18.0 0.110( ) � o at
d 100 kpc� .
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Could some of them be better candidates than dwarfs?
How many of them are potentially detectable?

Have we detected them already?

• If dark matter (DM) is made of WIMPs à annihilates à gamma rays
• Maybe the only way to probe subhalo masses below ~107 solar masses
• The only subhalo search that provides info on the nature of the DM particle.



Search for potential DM subhalo candidates by identifying those unIDs
compatible with DM subhalo annihilation.

àApply a series of ‘filters’ based on expected DM signal properties.

Possible results:
1. A few VIP candidates à dedicated data analyses, follow-up campaigns…
2. A few more subhalo candidates (yet uncertain) à set DM constraints
3. No unIDs compatible with DM à best achievable constraints 

11

Around 1/3 of sources in gamma-ray catalogs are unidentified (unIDs) 
(e.g., ~1700 unIDs in the latest ‘4FGL-DR2’ Fermi-LAT catalog) 

Exciting possibility: some of them may be subhalos annihilating to gammas!

Dark subhalo search with gammas: 
general methodology



DM constraints
from gamma-ray unID sources?

12

VS
predictions observed g-ray sky

dark subhalo J-factors, number 
density, spatial extension…

instrument sensitivity to DM annihilation,
pool of unID sources

Number of predicted detectable subhalos VS. number of unIDs compatible with DM

DM CONSTRAINTS

[The less DM candidates among unIDs the better the constraints]



Figure 12. Limits on the DM annihilation cross section for bb (top) and ⌧
+
⌧
� (bottom) for the

three LAT catalogs used in this work, and once the unID filtering detailed in § 3 has been applied
to each of them. More precisely, 16, 4 and 24 unIDs remain in the 3FGL, 2FHL and 3FHL catalogs,
respectively. The shaded bands refer to the 1-� uncertainty band coming from Fmin; see text for
details. The dashed line represents the thermal value of the annihilation cross section [90]. The "rep"
label stands for repopulated.

to set constraints. We do this by using the J-factor of the brightest object in the simulation.650

This may look similar to the case in which still one unID is compatible with DM. However,651

it is conceptually different: in the latter case the resulting sensitivity curve refers to the cross652

section needed to have one subhalo detected, while in the zero unID case this same sensitivity653

– 23 –
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[Coronado-Blázquez, MASC+19]

• Previous methodology already proposed and used in several of our papers.
• List of O(1) VIP candidates in the 2FGL+2FHL+ 3FGL Fermi LAT catalogs.
• DM limits competitive with other targets, reach thermal cross section.
• 4FGL search ongoing (Coronado-Blazquez, MASC+, in prep.)

Latest search in gamma-ray catalogsDM constraints

We can place 95% c.l. upper limits in the ⟨"#⟩−%&
parameter space by comparing the remaining unIDs to
the predictions of the N-body simulations, which are
related by

⟨"#⟩=
8 · * · %&

+ · ,-./

01234 · ∫678
6 9:
9; 9;

In Fig. 6 the constraints are showed for the <=<>
annihilation channel.

Spatial analysis

Spatial extension can be a ‘smoking gun’ for indirect
DM detection [8]. In our work [9], for the first time we
assess quantitatively the predictions for the angular
sizes of subhalos for the first time. The conclusion is
clear: the brightest members of the subhalo
population should appear with large angular
extensions, ?(10º) in the sky (see Fig. 5).

However, when performing a spatial analysis over
our best DM candidates, no sign of angular extension
is found. We do not reject any subhalo candidate for
this reason though, as further work is needed to
properly translate the simulation predictions to a fully
understood statistical rejection criterion.

Spectral analysis

For the 44 remaining candidates, a dedicated spectral 
analysis is performed with fermipy, using almost 10 years of 

LAT data. Then, the DM hypothesis is compared to 
traditional astrophysical models, such as a power law or a 
logparabola, via a likelihood ratio test weighted with the 

Akaike information criterion to take into account the 
di"erent degrees of freedom. Only 7 sources are found to 

be marginally compatible with DM. 

In the right plot we show the spectral energy distribution 
(SED) of the best candidate, which shows a preference for 
DM of ~3" when annihilating via the @@ ̅ channel (with the 

best fit overimposed in dashed line and gray band).

Spectral analysis

For the 44 remaining DM subhalo candidates, a dedicated
spectral analysis is performed with fermipy [7], using almost
10 years of LAT data. Then, the DM hypothesis is compared
to traditional astrophysical source models, such as a power
law or a logparabola, via a likelihood ratio test (weighted
with the Akaike information criterion, to take into account
the di"erent degrees of freedom of each model). Only 7
sources are found to be marginally compatible with DM (far
from being statistically significant though) [9].

In Fig. 4 we show the spectral energy distribution of the
best candidate, which shows a ~3" preference for DM
when annihilating via the @ ̅@ channel (the best fit is
overimposed in dashed line and gray band).

LAT sensitivity to DM subhalos

We also characterize the sensitivity of Fermi-LAT to a DM
subhalo, depending on the annihilation channel, WIMP
mass, sky position and catalog setup. This is performed
with fermipy [7], a python-based public tools to analyze LAT
data. A putative DM subhalo is placed in every position in
the sky fixing the abovementioned characteristics, and the
flux is varied until it reaches 5 " detection over the
background.

Figure 3. Top panel: all-sky map of the required photon
flux to detect a subhalo composed of 10 GeV WIMPs
annihilating to <=<> in the 3FGL catalog setup. Larger
fluxes (worse sensitivity) across the Galactic plane are due
to the di"use emission. Bottom panel: results for the same
catalog and annihilation channel, but expressing the
sensitivity as a function of the absolute Galactic latitude, for
di"erent WIMP masses.

Introduction and motivation for subhalos

DM subhalos may yield annihilation fluxes comparable or even
larger than traditional targets, such as the dwarf spheroidal
galaxies (dSphs). The subhalo mass function, i.e., the number of
subhalos per mass unit, is well described by a power law, so as
we go to lower masses there is an exponentially increasing
number of subhalos. Current N-body simulations makes it
impossible to resolve the smallest substructures in the Galaxy
due to limited computational power. We overcome this limitation
by repopulating the VL-II DM-only simulation [1] with small
subhalos below the resolution limit [2].

We are able to include subhalos as light as 1000 solar masses ,
i.e. several orders of magnitude below the formal resolution of
the parent simulation. As showed in Fig. 1, even the smallest
subhalos can be the among the brightest objects if they are in
the Earth vicinity, ?(1 kpc).

Unidentified gamma-ray sources as targets for 
indirect dark matter detection with Fermi-LAT

Javier Coronado-Blázquez (Instituto de Física Teórica IFT UAM-CSIC), Miguel A. Sánchez-
Conde (Instituto de Física Teórica IFT UAM-CSIC), Alberto Domínguez (UCM), Alejandra 

Aguirre-Santaella (Instituto de Física Teórica IFT UAM-CSIC), Mattia Di Mauro (Goddard Space
Center), Ioana Ciucă (Mullard Space Lab), Daisuke Kawata (Mullard Space Lab), Néstor Mirabal 

(Goddard Space Center), Daniel Nieto (UCM), Eric Charles (Stanford U.)
On behalf of the Fermi-LAT Collaboration

 Instituto de
 Física

Teór ica
UAM-CSIC

ΛCDM predicts the existence of dark matter (DM) subhalos, some of them not massive enough to retain gas (i.e., baryons) and 
become visible. If DM is composed of Weakly Interacting Massive Particles (WIMPs), we expect them to annihilate in subhalos, 

producing gamma rays which can be detected with the Large Area Telescope (LAT) onboard the Fermi satellite, and appearing as 
unidentified sources (unIDs) in the gamma-ray sky. We characterize the LAT sensitivity to DM and compare our unIDs sample, filtered 

according to the expected DM annihilation signal, to predictions from the Via Lactea II (VL-II) N-body cosmological simulation, 
repopulated with low-mass subhalos below its mass resolution limit. A spectral and spatial dedicated analysis is performed for the 

best candidates, using 10 years of Fermi data. Finally, we place conservative and robust constraints on the ⟨"#⟩−%& parameter space.

Filtering the Fermi-LAT catalogs

Subhalos below ~10FG⊙ do not host any baryonic content [3],
and therefore remain completely dark except in gamma-rays,
product of the co-annihilation of WIMPs. ca. 1/3 of the sources
detected by the LAT are unidentified, i.e., with no clear
association to any known source, yet most of them will be
incompatible with a DM origin. In Fig. 2 we summarize the
di"erent filters and their impact in the number of DM candidates.

With these ‘filters’, and using the 3FGL [4], 2FHL [5] and 3FHL [6]
LAT catalogs, we are able to reduce the candidate pool from
1235 to 44 unIDs. This filtering is motivated due to the method to
set constraints: every candidate is taken as DM subhalo, and
when compared to the predictions of the N-body simulation, the
less candidates left, the stronger the constraints (if Fermi sees N
DM subhalos, they will be the N brightest predicted). If no
subhalo is present, the constraints would be a factor 6-60
stronger than without filtering, depending on the catalog [2].

References
[1] Diemand et al. Nature 454:735-738,2008
[2] Coronado-Blázquez et al., JCAP07(2019)020 
[3] Gao et al., MNRAS 355 (2004) 819-834 
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Figure 3: LAT sensitivity to DM subhalos

Figure 4: Spectral energy distribution 
for the best DM subhalo candidate

Figure 2: filtering of the Fermi-LAT unIDs
according to DM candidates. Blue, red and 
green correspond to numbers in the 3FGL, 

2FHL and 3FHL catalogs, respectively. 

Fig. 1

Fig. 3

Figure 6: DM constraints for <=<> annihilation channel 

Figure 5: Angular sizes of DM subhalos

Figure 1: J-factors of DM subhalos in the repopulated simulation

[Coronado-Blázquez, MASC+19b]

Galaxies 2020, 8, 5 9 of 14

3.3. Results

Once all involved quantities in Equation (2) have been properly characterized, we can set
constraints on the DM parameter space at 95% confidence level. These are plotted in Figure 4 for the
bb̄ and τ+τ− annihilation channels. We remind, once again, that these limits adopt a single HAWC
unID as being a potential DM subhalo (2HWC J1040+308).

Figure 4. 95% upper limits on the DM annihilation cross section as derived from HAWC unIDs and
predictions from N-body cosmological simulations. Indeed, these constraints use 2HWC J1040+308
alone, i.e., the only HAWC unID located at |b| ≥ 10◦ and surviving our selection criteria in
Section 2.2. Left (right) panel shows the 95% C.L. upper limits for the bb̄ (τ+τ−) annihilation channel.
For comparison, we also show as a blue, dot-dashed line the DM constraints obtained from Fermi-LAT
unIDs using the same methodology [47]. Limits from the observation of the Galactic center region by
H.E.S.S., i.e., the best DM constraints achieved from IACT observations at present, are included in both
panels as well as a green, dashed line [65]. Finally, a dotted, orange line shows the constraints from
Fermi-LAT observations of dSphs [59]. Please note that we did not include in this Figure the results
in [35], as a one-to-one comparison would be misleading given the fact that the methodology and
underlying assumptions in both works are significantly different; see discussion in Section 3 for details.

The obtained 95% upper limits to the DM annihilation cross section are most stringent for
masses of ∼20 (2) TeV for the bb̄ (τ+τ−) annihilation channel, reaching cross section values around
5 × 10−25 (8 × 10−25) cm3·s−1. This is roughly one order of magnitude far from the thermal relic cross
section value, yet they are competitive with today’s IACTs best constraints (derived from H.E.S.S.
observations of the Galactic center [65]) for very heavy WIMPs annihilating to bb̄ above ∼50 TeV. It is
worth emphasizing that our DM constraints are independent and complementary to the ones obtained
for other astrophysical targets and by means of different analysis techniques.

We must note here that we observe a mismatch between the DM constraints obtained in this
work and the ones shown in [35]. This disagreement, that reaches a factor ∼25 for τ+τ−, is hard to
understand in detail but it is probably due to several factors. In particular, our Fmin is expected to
be a fair approximation while [35] adopts the actual sensitivity of HAWC to a DM spectrum (only
computable with the IRFs). In that work, the structural properties of subhalos were described according
to [66], which is well-suited for field halos, not subhalos. Indeed, we use [36], where subhalos exhibit
concentration values a factor 2-3 larger than field halos of the same mass. As the J-factor is roughly
proportional to the third power of the concentration, this correction would thus yield J-factors about a
factor 8-9 times larger, leading to better constraints. Other possible systematics, such as those coming
from the Galactic diffuse emission model and the observation strategy adopted in [35], may turn out to
be particularly relevant. Also, we note that they show cross-section values needed for detection, while
we here show 95‰upper limits. All in all, a precise one-to-one comparison with the results in [35] is
not possible, as the methodology and underlying assumptions are different.

[Coronado-Blázquez, MASC+20]

FERMI-LAT

FERMI-LAT

HAWC

Also: Tasitsiomi&Olinto 02; Pieri+05; Kuhlen+07; Springel+08; Anderson+10; Brun+11; Belikov+12; Ackermann+12; 
Zechlin+12;+13; Berlin&Hooper 13; Mirabal+16; Hooper+16; Bertoni+16; Schoonenberg+16; Calore+17; Abeysekara+19
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N-body simulation work is critical
factor 2-3 more concentrated. They also find an important dependence of subhalo concentra-249

tions on their galactocentric distance: the closer the subhalo to the host halo center the more250

concentrated it is. These effects are mainly driven by the impact of tidal stripping on the251

subhalo population. We use the parametrizations in Ref. [41] to assign concentration values252

to each subhalo in the repopulated VL-II 1000 realizations. As we will see later below, the253

higher concentration values found in Ref. [41] will have a critical and direct impact on the254

J-factor values, as the latter roughly scale as the third power of the concentration.255

Our studies of VL-II subhalo abundance, radial distribution and structural properties,256

as well as our repopulation work with low-mass subhalos down to 103M�, finally allows us257

to derive the J-factors associated to the Galactic subhalo population, which, expanding upon258

Eq. (2.2), we compute using the following expression [41]:259

JT =
1

D2

Msub c
3
sub(Msub)

[f(csub(Msub))]2
200 ⇢crit

9

✓
1� 1

(1 + rt(Msub, D)/rs(Msub))3

◆
, (2.7)

where ⇢crit is the critical density of the Universe, Msub and csub are, respectively, the mass260

and concentration of the subhalo, rt and rs refer to its tidal and scale radius, and f(c) =261

log(1+c)�c/(1+c). Note that the above equation refers to the integrated J-factor of subhalos262

within their scale radii.5 Our J-factor results are summarized in Figure 2, which shows the263

J-factor of all subhalos in a random realization as a function of their distance to the Earth.264

The subhalo mass is also given by the color scale. As can be seen, a number of the lighter265

subhalos in the repopulation yield some of the largest J-factor values that we inferred for the266

whole subhalo population.267

Figure 2. Subhalo J-factors as a function of distance to the Earth for all subhalos in a random
realization of the repopulated VL-II. The repopulation includes low-mass subhalos down to 103M�;
see text for details. The color represents the subhalo mass in M�.

5We note that this is a conservative estimate as it implicitly assumes that all subhalos are truncated at the
scale radius due to tidal stripping, while this will only be the case for those in the host’s innermost regions.

– 7 –

[AAS: low-mass subhalos] 3

halo mean density � times the critical (or mean, depending
on the chosen convention) density of the Universe, and rs is
its scale radius, that is, the radius at which the logarithmic
slope of the dark matter density profile is �2. This stan-
dard definition of halo concentration, while very useful for
the study of the internal structure of well-resolved halos, is
not suitable for subhalos, mostly because the virial radius of
subhalos is not well defined. Tidal stripping removes mass
from the outer parts of subhalos and, as a result, subhalos
are truncated at smaller radii compared to field halos of the
same mass (see e.g. Ghigna et al. (1998); Diemand et al.
(2007a,b)).

Therefore, another parameter called tidal mass is used.
This mass attempts to take into account the stripping, al-
though it is still ill-defined; more formally, it is the mass
within the tidal radius, which is the radius of the subhalo
after its interaction with the tidal forces due to the host; it is
well approximated by the King radius (Moliné et al. (2017);
King (1962)):

rt = DGC

✓
Msub

M(< DGC )

◆1/3

However, it has been widely used in the previous literature,
so we have relied on this parameter for a first study of the
simulation.

2.1 Subhalo mass function

The abundance of dark matter halos as a function of their
mass, i.e. the halo mass function, plays an important role in
cosmology due to its sensitivity to several important param-
eters including the matter density of the universe ⌦m and
the Hubble parameter h [AAS: ?].

The cumulative subhalo mass function (SHMF) at red-
shift 0 within VL-II is well approximated by a power law:

N(> Msub) = c

✓
Msub

M200

◆�↵

where M200 = 1.8 · 1012
M� is the mass of the host halo and

Msub is the tidal mass of the subhalo.
In practice, the cumulative number of subhalos is not

perfectly fitted by a power law, since it declines rapidly at
the largest masses in the simulation, due to dynamical fric-
tion (since subhalos are inside a halo, there is no substruc-
ture with mass larger than ⇠ 10% the mass of the whole
halo), and it decreases also at small masses, because the im-
portance of numerical resolution e↵ects increases gradually
at those scales, and possibly tidal disruptions in the very cen-
ter could destroy these small things, too. Thus, the best-fit
slope depends on the mass range and the fitting procedure.

Fitting in the range of completeness of the simulation3,
{5·106

M�, 5·108
M�}, as shown in Fig. 1, we get the following

parameters: [AAS: check

↵ = 0.901 ± 0.004

c = 0.00205 ± 0.0014

] The results obtained are slightly di↵erent to the ones in
Diemand et al. (2007b), where c = 0.0064, ↵ ' 1 (they get

3 This is the range where the SHMF behaves as a power law.

[h]

Figure 1. Cumulative subhalo mass function shown for the whole
simulation VL-II. The power-law fit has been performed in the
range {5 · 106M�, 5 · 108M� }, i.e., roughly where the SHMF does
behave as a power law.

↵M = 0.97 ± 0.03 for Msub > 200Mhires), but are compati-
ble with the theoretical expectations in the Press-Schechter
theory for structure formation, see e.g. Giocoli et al. (2008)
and Blanchet & Lavalle (2012).

2.2 Subhalo radial distribution

We have placed all our subhalos in 40 logarithmic radial bins
to see how they are distributed, and we also have divided
our sample in mass bins to check if the radial distribution is
mass-dependent or, on the contrary, it is universal. This is
shown in Fig. 2 (a). In fact, what we are calculating here is
not the number density of subhalos but the number instead.
After taking a look at the data, we proposed the following
function4 to fit the number of subhalos as a function of dis-
tance in VL-II:

N(rGC ) =
✓

rGC

R0

◆a
exp

✓
�b

rGC � R0
R0

◆
(1)

We have seen that the fitting parameters for this func-
tion are not universal; there exists a dependence on mass.
As shown in Fig. 2 the subhalo radial distribution (SRD) for
subhalos above Mcut is much smoother than for subhalos be-
low this value. We have many more small subhalos near the
center of the galaxy, while the big ones are located further
away.

The best-fit parameters are:

Above Mcut

8>><
>>:

a = 0.8 ± 0.2
b = 6.6 ± 0.5

R0 = [AAS : 1400 ± 200 kpc]

4 It is loosely motivated by the cosmic ray distribution in the
galaxy (Pohl & Eichler (2013))
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Figure 2. Subhalo radial distributions, (a) (b) [AAS: temporal,
ver si el plot de comparación tiene sentido, cambiar km/s por
Msun – arriba: intentar ponerlo modo histograma en vez de cen-
ters, sun circulito, notación cient́ıfica 10 elevado... o above below
mcut ; intentar poner arriba horizontal x = radio/rvir;; mirar
Pieri a ver si se pueden traducir number density a number y tal]

Below Mcut

8>><
>>:

a = 1.13 ± 0.09
b = 9.6 ± 0.2

R0 = 570 ± 20 kpc

Nevertheless, an antibiased NFW (Diemand et al.
(2008)) or even an Einasto (Springel et al. (2008)) were
adopted in the literature up to now, but these distributions
do not illustrate properly the behaviour near the galactic
center, where we do not have any subhalos, nor they are
correct in general for VL-II either. As seen in Fig. 2 (b)
Einasto and NFW profiles assign too many subhalos near
the galactic center.

2.3 Subhalo concentrations

[AAS: comparar con la fórmula de halos como en el TFM?]

As said above, the concentration of a halo is c� =
Rvir
rs

,
but this definition is not valid for subhalos. Apart from that,
the flattening for low-mass halo concentrations, which was
studied in Sánchez-Conde & Prada (2014) [AAS: and can also

be seen in fig. 3(b) of Moliné et al. (2017) [AAS: no pongo los plots

de Moliné+, solo los referencio, no?]for subhalos], has relevant
consequences for gamma-ray dark matter searches, because

the expected enhancement of the dark matter annihilation
flux due to subhalos is smaller than usually adopted in the
literature, where power-law concentration-mass extrapola-
tions were used (?). The latter models are definitely rejected
nowadays.

In this work, we use the subhalo concentration model
of Moliné et al. (2017):

c200(m200, xsub) = c0

"
1 +

3’
i=1


ai log10

✓
m200

108h�1M�

◆� i#

⇥ [1 + b log10(xsub)] (2)

with m200 the tidal mass of the subhalo, xsub its fraction
distance with respect of the galactic center compared to the
virial radius, c0 = 19.9, ai = {�0.195, 0.089, 0.089} and b =

�0.54. This means that a subhalo near the galactic center is
much more concentrated than other one with the same mass
but far away and, in the end, small subhalos are contributing
more than large ones since the latter are farther from the
galactic center (Diemand et al. (2008)). This model has been
built using data from VL-II and ELVIS (Garrison-Kimmel
et al. (2014)). [AAS: data from i14 también?]

The novelty with respect to previous works that used
the concentration-mass relation to estimate the dark matter
annihilation luminosity of subhalos is that the concentration
for a subhalo inside a halo is di↵erent than for a halo of the
same mass outside that host. Thus, the concentration varies
with the mass of the halo and also with the distance to the
host. This will lead to new results and intuitively to give
more relevance to small subhalos compared to what we had
before in other papers.

We also include the scatter in subhalo concentration
values that is inherent in ⇤CDM. We follow Moliné et al.
(2017), where they used:

P(c200) =
1

c200 ln 10
p

2⇡�log10 c200

e

� 1
2

✓
log10 c200�log10 c200,0

�log10 c200

◆2

where �log10 c200 is the scatter and log10 c200,0 is the median
obtained with expression (2) or (??). This scatter is applied
when getting Figs. 3 and 4. We see that the new model gives
larger concentrations than the old one for the same subhalo
mass. This will be particularly important for the calculation
of the J-factors, which are proportional to the cube of the
concentration, as it will be shown in the next subsection.

3 CHARACTERIZATION OF VL-II USING
VMAX

Up to this point, we have been working with tidal masses,
which are not well defined, as said before. Therefore, describ-
ing the structural properties of a subhalo is not a trivial task
and it becomes highly desirable to find a definition for the
subhalo concentration which is independent of any density
profile and of the particular definition used for the virial
radius. In contrast, the peak circular velocity at redshift 0,
Vmax , is less a↵ected by tidal forces (Moliné et al. (2017);
Diemand et al. (2007b)). Thus we have other way to charac-
terize the concentration parameter: [AAS: demasiado pronto??
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SUBHALO MASS FUNCTION SUBHALO RADIAL DISTRIBUTION

[AAS: low-mass subhalos] 5

h

Figure 3. Concentrations for VL-II, [AAS: comparar con la fór-
mula de 2014 o no? quizá en un apéndice?]

[H]

Figure 4. Concentrations for VL-II, [AAS: comparar con la fór-
mula de 2014 o no? quizá en un apéndice?]

tres ingredientes y ya ver cada uno]

cV = 2
✓

Vmax

H0Rmax

◆2
(3)

Note that, in this way, cV can be directly obtained inde-
pendently of the assumed form for the subhalo dark matter
density profile. At the same time, cV still fully encodes the
essential meaning attached to the traditional concentration
parameter.

3.1 Subhalo velocity function

Since we are now working with Vmax , we need to obtain the
subhalo velocity function (SHVF) of VL-II in order to be

[H]

Figure 5. slope = -2.90305521903 , ct = 232104.934859, errors
0.00666225592469 2428.63042335

able to generate new subhalos accordingly. It is also sensitive
to relevant cosmological parameters, as well as the SHMF.

The cumulative SHVF at redshift 0 within VL-II is well
approximated by a power law too ?:

N(> Vmax) = c

✓
Vmax

Vmax,host

◆�↵

where Vmax,host = 201 km/s is the maximum circular veloc-
ity of VL-II.

Here, the cumulative number of subhalos is not perfectly
fitted by a power law either due to the same reasons as with
the SHMF: since subhalos are inside a halo, there are no
particles with Vmax > 0.1Vmax,host . Besides, due to the lack
of resolution, we cannot resolve subhalos with very small
Vmax . Thus, the best-fit slope depends on the velocity range
and the fitting procedure.

Fitting in the range of completeness of the simulation5,
{4 km/s, 20 km/s}, as shown in Fig. 5, we get the following
parameters: [AAS: change

↵ = 2.903 ± 0.006

c = 0. ± 0.

]

The results obtained are di↵erent to the ones in Die-
mand & Moore (2011), c = 0.036, ↵ ' 3

3.2 Subhalo radial distribution

We are adopting the same approach as in the mass case,
distributing the subhalos in 40 logarithmic radial bins and
analyzing if there is any dependence in Vmax . We can see in
Fig. 6 that, again, the SRD for subhalos above Vcut is much
smoother than for subhalos below this value and, again, both
follow the fit in (1) with the parameters listed below. [AAS:

Anew, what we are calculating here is not the number density of

subhalos but the number instead. ]

5 This is the range where the SHVF behaves as a power law.
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SUBHALO CONCENTRATIONS

DM constraints

We can place 95% c.l. upper limits in the ⟨"#⟩−%&
parameter space by comparing the remaining unIDs to
the predictions of the N-body simulations, which are
related by

⟨"#⟩=
8 · * · %&

+ · ,-./

01234 · ∫678
6 9:
9; 9;

In Fig. 6 the constraints are showed for the <=<>
annihilation channel.

Spatial analysis

Spatial extension can be a ‘smoking gun’ for indirect
DM detection [8]. In our work [9], for the first time we
assess quantitatively the predictions for the angular
sizes of subhalos for the first time. The conclusion is
clear: the brightest members of the subhalo
population should appear with large angular
extensions, ?(10º) in the sky (see Fig. 5).

However, when performing a spatial analysis over
our best DM candidates, no sign of angular extension
is found. We do not reject any subhalo candidate for
this reason though, as further work is needed to
properly translate the simulation predictions to a fully
understood statistical rejection criterion.

Spectral analysis

For the 44 remaining candidates, a dedicated spectral 
analysis is performed with fermipy, using almost 10 years of 

LAT data. Then, the DM hypothesis is compared to 
traditional astrophysical models, such as a power law or a 
logparabola, via a likelihood ratio test weighted with the 

Akaike information criterion to take into account the 
di"erent degrees of freedom. Only 7 sources are found to 

be marginally compatible with DM. 

In the right plot we show the spectral energy distribution 
(SED) of the best candidate, which shows a preference for 
DM of ~3" when annihilating via the @@ ̅ channel (with the 

best fit overimposed in dashed line and gray band).

Spectral analysis

For the 44 remaining DM subhalo candidates, a dedicated
spectral analysis is performed with fermipy [7], using almost
10 years of LAT data. Then, the DM hypothesis is compared
to traditional astrophysical source models, such as a power
law or a logparabola, via a likelihood ratio test (weighted
with the Akaike information criterion, to take into account
the di"erent degrees of freedom of each model). Only 7
sources are found to be marginally compatible with DM (far
from being statistically significant though) [9].

In Fig. 4 we show the spectral energy distribution of the
best candidate, which shows a ~3" preference for DM
when annihilating via the @ ̅@ channel (the best fit is
overimposed in dashed line and gray band).

LAT sensitivity to DM subhalos

We also characterize the sensitivity of Fermi-LAT to a DM
subhalo, depending on the annihilation channel, WIMP
mass, sky position and catalog setup. This is performed
with fermipy [7], a python-based public tools to analyze LAT
data. A putative DM subhalo is placed in every position in
the sky fixing the abovementioned characteristics, and the
flux is varied until it reaches 5 " detection over the
background.

Figure 3. Top panel: all-sky map of the required photon
flux to detect a subhalo composed of 10 GeV WIMPs
annihilating to <=<> in the 3FGL catalog setup. Larger
fluxes (worse sensitivity) across the Galactic plane are due
to the di"use emission. Bottom panel: results for the same
catalog and annihilation channel, but expressing the
sensitivity as a function of the absolute Galactic latitude, for
di"erent WIMP masses.

Introduction and motivation for subhalos

DM subhalos may yield annihilation fluxes comparable or even
larger than traditional targets, such as the dwarf spheroidal
galaxies (dSphs). The subhalo mass function, i.e., the number of
subhalos per mass unit, is well described by a power law, so as
we go to lower masses there is an exponentially increasing
number of subhalos. Current N-body simulations makes it
impossible to resolve the smallest substructures in the Galaxy
due to limited computational power. We overcome this limitation
by repopulating the VL-II DM-only simulation [1] with small
subhalos below the resolution limit [2].

We are able to include subhalos as light as 1000 solar masses ,
i.e. several orders of magnitude below the formal resolution of
the parent simulation. As showed in Fig. 1, even the smallest
subhalos can be the among the brightest objects if they are in
the Earth vicinity, ?(1 kpc).

Unidentified gamma-ray sources as targets for 
indirect dark matter detection with Fermi-LAT

Javier Coronado-Blázquez (Instituto de Física Teórica IFT UAM-CSIC), Miguel A. Sánchez-
Conde (Instituto de Física Teórica IFT UAM-CSIC), Alberto Domínguez (UCM), Alejandra 

Aguirre-Santaella (Instituto de Física Teórica IFT UAM-CSIC), Mattia Di Mauro (Goddard Space
Center), Ioana Ciucă (Mullard Space Lab), Daisuke Kawata (Mullard Space Lab), Néstor Mirabal 

(Goddard Space Center), Daniel Nieto (UCM), Eric Charles (Stanford U.)
On behalf of the Fermi-LAT Collaboration

 Instituto de
 Física

Teór ica
UAM-CSIC

ΛCDM predicts the existence of dark matter (DM) subhalos, some of them not massive enough to retain gas (i.e., baryons) and 
become visible. If DM is composed of Weakly Interacting Massive Particles (WIMPs), we expect them to annihilate in subhalos, 

producing gamma rays which can be detected with the Large Area Telescope (LAT) onboard the Fermi satellite, and appearing as 
unidentified sources (unIDs) in the gamma-ray sky. We characterize the LAT sensitivity to DM and compare our unIDs sample, filtered 

according to the expected DM annihilation signal, to predictions from the Via Lactea II (VL-II) N-body cosmological simulation, 
repopulated with low-mass subhalos below its mass resolution limit. A spectral and spatial dedicated analysis is performed for the 

best candidates, using 10 years of Fermi data. Finally, we place conservative and robust constraints on the ⟨"#⟩−%& parameter space.

Filtering the Fermi-LAT catalogs

Subhalos below ~10FG⊙ do not host any baryonic content [3],
and therefore remain completely dark except in gamma-rays,
product of the co-annihilation of WIMPs. ca. 1/3 of the sources
detected by the LAT are unidentified, i.e., with no clear
association to any known source, yet most of them will be
incompatible with a DM origin. In Fig. 2 we summarize the
di"erent filters and their impact in the number of DM candidates.

With these ‘filters’, and using the 3FGL [4], 2FHL [5] and 3FHL [6]
LAT catalogs, we are able to reduce the candidate pool from
1235 to 44 unIDs. This filtering is motivated due to the method to
set constraints: every candidate is taken as DM subhalo, and
when compared to the predictions of the N-body simulation, the
less candidates left, the stronger the constraints (if Fermi sees N
DM subhalos, they will be the N brightest predicted). If no
subhalo is present, the constraints would be a factor 6-60
stronger than without filtering, depending on the catalog [2].
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Figure 3: LAT sensitivity to DM subhalos

Figure 4: Spectral energy distribution 
for the best DM subhalo candidate

Figure 2: filtering of the Fermi-LAT unIDs
according to DM candidates. Blue, red and 
green correspond to numbers in the 3FGL, 

2FHL and 3FHL catalogs, respectively. 

Fig. 1

Fig. 3

Figure 6: DM constraints for <=<> annihilation channel 

Figure 5: Angular sizes of DM subhalos

Figure 1: J-factors of DM subhalos in the repopulated simulation

Some low-mass subhalos
are among the brightest! 

The brightest
subhalos are very

extended!

[A. Aguirre-Santaella, MASC, et al., in prep.]

[Coronado-Blázquez, MASC+19] – [Aguirre-Santaella, MASC+, in prep.]
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Some OPEN ISSUES on subhalo population
(most relevant for gamma-ray searches)

• Precise subhalo structural properties

• Subhalo survival (to tidal stripping; baryons; dynamical friction).

• Role of baryons on:

– Subhalo abundance.

– Subhalo structure.

• Dependence on distance to host halo center and mass.

[In particular at Solar Galactocentric radius and for < 10 million solar masses]
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FIRE Hydrodynamics

100 kpc

Pure N-Body

100 kpc

(dark matter)

Baryons Matter (A Lot!)

(same halo)

Garrison-Kimmel+2017 Also: Brooks & Zolotov 2014, Zhu + 2016,Up to a factor ~2 reduction in substructure within ~100 kpc
A factor ~10 within ~25 kpc.

[Garrison-Kimmel+17]
[Also Brooks&Zholotov 15; Zhu+16; Kelley+18, Jia+20]

OPEN ISSUES (I): Role of baryons
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Figure 1. Left: Cumulative subhalo counts within 300 kpc as a function of the peak maximum circular velocity achieved over subhalo’s
history, Vpeak. The black distribution represents the full range of our dark matter only simulations, while the magenta distribution
represents the simulations with analytic disk potentials. The solid lines are medians. The horizontal lines show the number of classical
satellites, All presently known satellites, and the range of total satellites expected based on sky and volume completeness corrections.
Right: Radial distribution of all subhaloes with Vpeak � 6 km s�1 for the dmo simulations (black) and the dmo+disk simulations (magenta).

fixed to that of the stellar disk so that the ratios are a con-
stant as a function of time. A full description of the suite
of simulations along with basic properties of their satellites
will be given in Kelley et al. (in preparation).

3 SUBHALO COUNTS AND DISTRIBUTIONS

Figure 1 presents Vpeak functions for subhaloes within 300
kpc of each host; Vpeak is defined as the maximum of Vmax
over all time, which is usually reached prior to subhalo infall
at a distance of 1.5 to 7 virial radii from the host (Behroozi
et al. 2014). The shaded bands correspond to the full width
of the distributions over all simulations. Compared to the
dark matter only (dmo) simulations (black), the disk sim-
ulations (magenta) show a factor of ⇠ 50% less substruc-
ture within this volume (consistent with Garrison-Kimmel
et al. 2017). Both sets of simulations begin to flatten at
Vpeak ' 6 km s�1, which we take as our completeness limit.
As mentioned above, we are complete to current maximum
circular velocities of Vmax ' 4.5 km s�1.

The horizontal lines in Figure 1 show the number of clas-
sical Milky Way satellites and the current count of all satel-
lite galaxies known. The band shows a range of estimates2

for the total number of satellite galaxies after account-
ing for incompleteness and sky coverage limits (Tollerud
et al. 2008; Kim et al. 2017; Newton et al. 2018). We see

2 All of these completeness corrections assume that the radial
distribution of satellites follows the results of dmo simulations.
The corrections will increase if the relative depletion of central
subhaloes from the galaxy potential is included. In this sense, the
corrections shown here are conservatively low.

that, based on counts, the classical satellites are consistent
with sitting in haloes with Vpeak � 30 km s�1. The range
of completeness-corrected satellites corresponds to Vpeak be-

tween 8 and 18 km s�1. The lower end of estimates (⇠ 100)
is more in line with the standard expectation for reioniza-
tion quenching at Vpeak ' 20 km s�1. The upper end of the
range (⇠ 600) would suggest the need to populate quite small
haloes Vpeak ' 8 km s�1, well below the atomic cooling limit.

As shown by Garrison-Kimmel et al. (2017), disk de-
struction is particularly important at small radii. In the right
panel of Figure 1, we show the radial distribution of satel-
lites with Vpeak > 6 km s�1 out to 100 kpc for both the dmo
and dmo+disk simulations. As before, the bands show the
full width over all simulations and the solid lines show the
medians. The disk simulations retain very little substructure
within 20 kpc.

The vast majority of subhaloes have zpeak  3 (97% in
the disk simulations and 93% in the dmo simulations). The
average zpeak for surviving subhaloes within 50 kpc is hzpeaki
= 0.77 for the disk runs and hzpeaki = 0.94 for the dmo runs.
This di↵erence is due to the enhanced subhalo destruction
caused by the disk, which preferentially destroys subhaloes
that fall in early (see Kelley et al. in preparation).

Figure 2 shows only the (more realistic) disk simula-
tions, now restricted to the inner 50 kpc. The three bands
show radial distribution of subhaloes with Vpeak > 6, 10, and

18 km s�1. Note that there are typically no subhaloes with
Vpeak > 18 km s�1 that survive within 40 kpc. This is surpris-
ing given that we certainly know of satellite galaxies within
40 kpc of the Milky Way, and Vpeak ' 18 km s�1 is close the
conventional scale for reionization suppression where haloes
begin to go dark.

The black dashed line shows the radial distribution of

MNRAS 000, 1–10 (2018)
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Figure 2. Radial distributions of subhaloes with Vpeak > 6, 10,
and 18 km s�1 in the disk runs. The dashed line shows the radial
distribution of known satellite galaxies, which is lower limit on the
total. Half of the sky has not been surveyed for ultrafaint dwarfs
and the other half is incomplete at radii beyond ⇠ 30 kpc. Still,
the current satellite census is above the median subhalo counts
at small radius unless we associate galaxies with the smallest
subhaloes we resolve Vpeak > 6 km s�1. The nominal reionization
threshold would lead to an expectation close to the 18 km s�1 line
(purple), which is far below the data.

known satellite galaxies out to 100 kpc. We know the census
of satellites is incomplete both radially (due to luminosity
incompleteness) and in area on the sky (less than ⇠ 1/2 of the
sky has been covered in searches capable of finding ultrafaint
galaxies). Nevertheless, the total count of satellite galaxies
exceeds the median subhalo count at small radius for all
but the Vpeak > 6 km s�1 sample (red). The Vpeak > 18 km s�1

distribution, which is closest to the canonical reionization
suppression scale, drastically under-predicts the number of
known galaxies (see Newton et al. 2018, for a list of galaxies
within Rvir).

Figure 2 demonstrates that in order to account for the
satellite galaxies of the Milky Way that are known to exist
within ⇠ 30 kpc, we need to resort to populating haloes
with Vpeak values that are substantially lower than canonical
values for reionization quenching that have been discussed
in the literature. These counts are known to be significantly
incomplete at larger radius even in areas of the sky that
have been covered by surveys like SDSS and DES. Below,
we present a somewhat more detailed exploration of what
the ultrafaint Milky Way satellite population tells us about
the low-mass threshold of galaxy formation.

3.1 Satellite Occupation Fractions

Simulations that have explored how haloes go dark at low
masses typically find that the fraction of haloes hosting a
galaxy of any mass ( fgalaxy) drops towards zero smoothly
below a characteristic value of Vpeak (e.g., Sawala et al. 2016;

Fitts et al. 2018). In order to allow for this expectation,
we have explored a toy model where the fraction of haloes
that host a galaxy of any mass varies smoothly from zero at
small Vpeak to unity as Vpeak increases. We specifically adopt a
cumulative Gaussian, which allows for a characteristic scale
(V50) where 50% of haloes become dark and a width (�) that
sets the sharpness of the the transition from dark haloes to
galaxy-hosting haloes:

fgalaxy(> Vpeak) =
1
2


1 + erf

✓Vpeak � V50p
2�

◆�
. (1)

The upper left panel of Figure 3 shows two models
of this kind along with a simple threshold model (red) for
comparison. The blue line shows a conventional model with
V50 = 18 km s�1, and � = 2.5. These values are chosen to
match the FIRE-2 results presented in Fitts et al. (2018),
but they are typical of other results in the literature: haloes
begin to go dark at Vpeak ' 25 km s�1 and go completely dark

by Vpeak ' 10 km s�1. A case that shifts the quenching scale a
factor of ⇠ 3 lower in virial temperature is shown in yellow:
V50 = 10.5 km s�1 with � = 2.5.

In order to compare the predictions of these simple mod-
els to the observed population of Milky Way satellites, we
take into account sky coverage completeness and account
for the fact that subhalo populations are anisotropic. We re-
strict ourselves to only satellites within either the SDSS or
DES footprints, both of which have well-defined complete-
ness areas. We make no allowance for luminosity/volume
incompleteness in order to be conservative. Using Equation
1 we assign a galaxy to each subhalo probabilistically for
all 12 of our disk simulations; and repeat this procedure 100
times counting ‘galaxies’ as a function of radius within mock
survey areas. The SDSS and DES survey regions are approx-
imated as three cones with the areas of the two contiguous
SDSS fields and the DES field, and their orientations are
fixed relative to one another to match the surveys. Each it-
eration uses a di↵erent orientation of the cones. Note that
unlike the real DES and SDSS fields, we orient the survey
cones randomly with respect to the disk planes. We do this
because it increases our statistics and because we find that
the disk does not introduce any significant asymmetry (in
fact, it sphericalizes the subhalo distributions compared to
the dmo runs).

The top-right panel in Figure 3 shows the results of this
exercise for our simple Vpeak � 6 km s�1 threshold model. The
shaded band includes the full scatter over all simulations and
survey orientations, with the solid line showing the average.
The bottom-left and bottom-right panels show the full dis-
tributions (minimum and maximum) of the V50 = 10.5 km s�1

and V50 = 18 km s�1 models respectively. For comparison, the
galaxies in SDSS and DES are shown as a black histogram.
Table 1 lists all satellite galaxies within 50 kpc of the Milky
Way. We include only the satellites that sit within the SDSS
or DES footprints3 in Figure 3. The current census is in-
complete at large radius so the dashed lines in Figure 3 are
lower limits.

3 Currently we know of about 58 satellites around the Milky Way;
however, this includes many candidate ultrafaints from surveys
such as DES, MagLiteS, and PanSTARRS that have yet to be
spectroscopically confirmed.
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No substructure within ~20 kpc with Vmax > 5 km/s. 
Yet, radial distribution in hydro simulations do not match observations. 

Van den Bosch+18; van den Bosch&Ogiya 18:
• Subhalo disruption is numerical in origin
• Bound remnant survives provided it is well resolved in the simulation

à What is the actual subhalo radial distribution?

[Also Diemand+07; Peñarrubia+10; Errani&Navarro 20, Webb & Bovy 20]

OPEN ISSUES (II): Subhalo survival

Earth
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The flattening of the concentration-mass relation and implications for the boosts 3
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Figure 1. Top panel: Current knowledge of the median concentration-mass relation at z = 0 for all halo masses available in the
literature from different simulation data sets, i.e. from the smallest Earth-like DM microhalos predicted to exist in the CDM universe
(∼10−6h−1M"), up to the largest cluster-size halos (∼1015h−1M"). At the high-mass end, the results from Bolshoi (blue circles) and
MultiDark (purple circles) are shown. The two empty black squares at ∼109h−1M" and the three filled black squares at ∼108h−1M"

were derived from Ishiyama et al. (2013) and Coĺın et al. (2004), respectively. Another individual ”Draco-like 108h−1M" halo is also
plotted as a green pentagon (Moore et al. 2001). A couple hundreds dwarf halos with masses ∼106 – 109 h−1M" (red triangles) were
extracted from the VL-II data (Diemand et al. 2008). At the low-mass end, we show the microhalo results taken from Diemand et al.
(2005) (orange filled diamonds) and Anderhalden & Diemand (2013) (orange empty diamonds) for individual halos, as well as those
recently reported by Ishiyama (2014) for a sample of thousands of microhalos (empty black triangles). We also provide the upper limit
to halo concentrations obtained by Diemand et al. (2005) in the range 10−6 – 10 h−1M" (pink dotted line). The P12 concentration
model (Prada et al. 2012) is shown with a solid line. The shaded gray region represents a typical 1σ concentration scatter of 0.14 dex
centered on the P12 model. The dashed curve represents the updated M08 version (Macciò, Dutton, & van den Bosch 2008) of the
B01 toy concentration model (Bullock et al. 2001). All concentration values but those from MultiDark, Bolshoi and VL-II, have been
extrapolated down to z = 0 by means of the (1 + z) correction factor. Bottom panel: Same data set but displayed in the c – σ−1 plane,
which allows for a more detailed analysis and comparison between simulations and model in terms of the amplitude of linear density
fluctuations. The concentration values shown are those in the original set of simulations at the corresponding redshift where they were
measured, while the σ(M) values are the ones that halos would have at present time for those values of the concentration, see text for
further details. Solid (dashed) line refers to the σ(M) range in which the P12 model was (not) tested against simulations.
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Figure 4. Lomosonov median concentration values (green filled circles for L512, open circles for zoomed regions), with 1σ-error bars, in
comparison with other simulation data sets at different halo mass scales (Coĺın et al. 2004; Diemand et al. 2005; Diemand et al. 2008b;
Ishiyama et al. 2013; Anderhalden & Diemand 2013b; Sánchez-Conde & Prada 2014; Ishiyama 2014b; Hellwing et al. 2016; Klypin et al.
2016); see legend for specific symbols. All concentration values but those of the MultiDark suite (purple circles without error bars) and
VL-II (red triangles) were extrapolated down to z = 0 by applying the corresponding [H(z)/H(0)]2/3 correction factor; see text for
details. The solid line is the concentration-mass fit proposed by Klypin et al. (2016) for the Planck cosmology, the shaded grey region
around it representing a typical 1σ concentration scatter of 0.14 dex.

from the MultiDark suite (Klypin et al. 2016). We also note
that the halo-to-halo scatter of Lomonosov concentrations
is of the same order of the one found in previous works, of
about 0.10 dex.

It is remarkable the good agreement among the dif-
ferent simulation data sets within the involved uncertain-
ties. We also confirm, once again, the excellent agreement
of simulation data with the semi-analytical c(M) model of
Prada et al. (2012), initially calibrated for the WMAP7 cos-
mology and then recently updated to the Planck cosmol-
ogy in Klypin et al. (2016). We recall that this c(M) model
is deeply rooted in the ΛCDM cosmological framework it-
self by making a full correspondence between dark matter
halo concentrations and the r.m.s. of matter fluctuations.
We note that, in order to show the c(M) relation given by
this model all the way down to 10−7 h−1 M", i.e. the mini-
mum halo mass shown in Fig. 4, we first computed the r.m.s.
of matter fluctuations directly from the matter power spec-
trum that was used to generate the MultiDark simulations11

and, then, we used this r.m.s. of matter fluctuations to de-
rive halo concentrations by adopting the relationship found
between these two quantities in Klypin et al. (2016) (their
equation (25)). The agreement between data and model is
present at all simulated halo mass scales, including a new
confirmation of the flattening of the c(M) relation at masses
below ∼1010 h−1 M". Indeed, we observe a clear departure
from the simple power-law behaviour that has been tradi-

11 But extrapolating it down to smaller halo masses with a sim-
ple power law, and placing an exponential mass cut-off at 10−12

h−1 M", i.e., well below the range shown in Fig. 4.

tionally reported at higher halo masses. Other c(M) models
have been recently proposed that would yield similar quali-
tative results as well, e.g., Ludlow et al. (2014); Correa et al.
(2015); Diemer & Kravtsov (2015); Ludlow et al. (2016).

5 CONCLUSIONS

In this work, we have introduced the new Lomonosov sim-
ulation suite consisting of one moderate resolution full box
simulation, with box size 32 h−1 Mpc, and three high reso-
lution zoom-in re-simulations of overdense, underdense and
mean density regions within the same box. The main pur-
pose of the simulations is to allow for accurate measure-
ments of dark matter halo concentrations at masses below
those typically achievable in large cosmological simulations.
We focus on the 107 — 1010 h−1 M" halo mass range.

Achieving the high resolution that is required to resolve
well low-mass halos results in a simulated volume that is
much smaller than the typical volume needed to ensure Uni-
verse homogeneity. This fact may distort the halo median
concentration values found in simulations, since concentra-
tion is known to depend on the local environment density
(e.g. Lee et al. (2017)). We confirm this dependency by mak-
ing use of data from both Lomonosov simulations and Small
MultiDark Planck (Klypin et al. 2016). Indeed, the concen-
tration of low-mass halos severely depends on the density of
the environment (Fig. 3), less concentrated halos inhabiting
less dense regions and viceversa.

We solve the issue of measuring halo concentrations
in small-volume high-resolution simulations by simulating

MNRAS 000, 1–9 (2017)
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Figure 1. Median halo and subhalo concentrations and 1� errors as found in the VL-II simulation (Diemand et al. 2008). The concentrations
for all individual halos and subhalos are also shown (smaller dots in the background). Top panels: Results for subhalos depicted for three
di↵erent bins of the distance to the center of the host halo. From top to bottom: bin I (red dots), II (magenta dots and gray background dots)
and III (purple dots); see text for details. The black dots correspond to the halo median concentrations in the calibration bin beyond R�.
The left panel shows the median cV as a function of Vmax, while the right panel is for c200 as a function of m200. We also show the results
of our fits (solid colored lines) and the P12 parametrization for the concentration of field halos (dashed black lines) (Prada et al. 2012) using
the fit in Sánchez-Conde & Prada (2014). Bottom panels: Median cV (left) and c200 (right) as a function of the distance to the center of the
host halo normalized to R�, xsub. All (sub)halo masses have been included in these two plots.

VL-II and ELVIS simulations, for all the radial bins consid-
ered in our work. It works well in the subhalo mass range
10�6

h
�1

M� . m200 . 1015 h�1
M�.

Likewise, we obtain a parametrization for cV as a function
of Vmax and xsub for subhalos:

cV(Vmax, xsub) = c0

"
1 +

3X

i=1


ai log

✓
Vmax

10 km/s

◆�i
#
⇥

[1 + b log (xsub)] , (7)

where c0 = 3.5⇥104, ai = {�1.38, 0.83, �0.49} and b = �2.5.
This fit works well for 10�4 km/s . Vmax . 103 km/s.

In order to compute the boost factor in Sec. 3 we also
need to have the concentration for the field halos. In the case
of ch200 we will use the P12 parametrization. When using c

h
V

we have no parametrization for field halos and only have infor-
mation for subhalos. Nevertheless, as we discussed above, the
concentration in the calibration bin agrees very well with the
concentration of field halos, so we use these results along with
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where in the last step we have assumed an NFW profile and
for halos, we use the parametrization for the concentration
parameter from Prada et al. (2012) using the fit obtained in
Sánchez-Conde & Prada (2014).

With this at hand, the luminosity of a subhalo of mass m
at a distance Rsub from the center of the host halo, L(m,xsub),
is defined as

L(m,xsub) = [1 +B(m,xsub)]Lsmooth(m,xsub) . (12)

where now Lsmooth(m,xsub) is the luminosity for the smooth
distribution of the given subhalo and B(m,xsub) is the boost
factor due to the next level of substructure. The luminosity
of a subhalo (sub-subhalo) is given by the same functional
form as that of a field halo, but including the dependence of
the concentration parameter on the position of the subhalo
(sub-subhalo) inside the host halo (subhalo).

In addition to the mentioned dependences, we note that
subhalos are not homogeneously distributed within the host
halo (Springel et al. 2008; Hellwing et al. 2015; Rodŕıguez-
Puebla et al. 2016). However, we have checked that the precise
spatial distribution of subhalos inside halos has only a small
impact on our results (below 10%). Therefore, for the sake
of comparison with previous works, we do not include this
dependence here and postpone its discussion to future work.
By assuming that the subhalo mass function does not change
within the halo, we can write the boost factor as

B(M) =
3

Lsmooth(M)

Z M

Mmin

dN(m)
dm

dm

Z 1

0

dxsub

[1 +B(m)] L(m,xsub)x
2
sub , (13)

where dN(m)/dm is the subhalo mass function for a halo of
mass M , dN(m)/dm = A/M (m/M)�↵. The normalization
factor is equal to A = 0.012 for a slope of the subhalo mass
function ↵ = 2 and to A = 0.03 for ↵ = 1.9 (Sánchez-Conde
& Prada 2014), and was chosen so that the mass in the re-
solved substructure amounts to about 10% of the total mass
of the halo,11 as found in recent simulations (Diemand et al.
2007b; Springel et al. 2008). Note that, as done in most of
previous works,12 we have not subtracted the subhalo mass
fraction from the smooth halo contribution, so in principle,
this leads to a slight overestimate of the smooth halo luminos-
ity, and hence, to a slight underestimate of the boost factor.
This is expected to be a small correction, though, since it ap-
plies mainly to the outer regions of the halo where the subhalos
represent a larger mass fraction and the smooth contribution
is much smaller and subdominant with respect to the contri-
bution from substructure (Palomares-Ruiz & Siegal-Gaskins
2010; Sánchez-Conde et al. 2011).

In the case of an NFW profile, as the one we are using,
the luminosity from the smooth DM distribution of a field
halo can also be expressed in terms of the maximum circular
velocity, V h

max, (Diemand et al. 2008)

Lsmooth(V
h
max) '

✓
2.163

f(2.163)

◆2 2.163H0

12⇡G2

r
c
h
V(V

h
max)

2
(V h

max)
3
, (14)

11 Extrapolating the subhalo mass function down to m/M =
10�18, those normalizations correspond to ⇠ 50% (⇠ 30%) of the
total mass of the halo for ↵ = 2 (↵ = 1.9).
12 See, e.g., Pieri et al. (2011) for one of the few exceptions.

B
o

o
st

M200 [ MO• ]

Vmax [km/s]

α = 2

α = 1.9

Main halos

c200

cV

c200, tidally stripped

SCP14 1

 10

 100

106 107 108 109 1010 1011 1012 1013 1014 1015

 10  100  1000

Figure 6. Halo substructure boost to the DM annihilation signal as
a function of the host halo mass. We have used our c200(m200, xsub)
parametrization in Eq. (6) and adopted Mmin = 10�6 M�. We
present results for two values of the slope of the subhalo mass
function, ↵ = 1.9 (lower, light red lines) and ↵ = 2 (black lines).
We also show the boost obtained with the DM profile-independent
definition of cV (green line), for which we have used our fit for
cV(Vmax, xsub) in Eq. (7), and (Vmax)min = 10�3.5 km/s. Notably,
the cV result lies within the results found for c200 and the two slopes
of the subhalo mass function considered. Thin lines correspond to
results obtained assuming subhalos and sub-subhalos are not trun-
cated by tidal forces, while thick lines represent the more realistic
case, in which subhalos and sub-subhalos have been tidally-stripped
(see text). The dashed lines correspond to the results obtained in
Sánchez-Conde & Prada (2014) when assuming that both halos and
subhalos of the same mass have the same concentration values.

and, in a similar way, by including the radial dependence of
the concentration of subhalos, one can obtain the subhalo lu-
minosity function, L(Vmax, xsub).

In this case, the boost factor for a field halo with maxi-
mum circular velocity V

h
max (analogously to Eq. (13)), can be

written as

B(V h
max) =

3
Lsmooth(V h

max)

Z V h
max

(Vmax)min

dN(Vmax)
dVmax

dVmax

Z 1

0

dxsub [1 +B(Vmax)] L(Vmax, xsub)x
2
sub ,

(15)

where (Vmax)min is the value of Vmax which corresponds to
Mmin. In order to compute the luminosity in terms of V

h
max

we need the subhalo mass function in terms of Vmax, and we
use the result of Diemand et al. (2008), dN(Vmax)/dVmax =
(0.108/V h

max) (V
h
max/Vmax)

4.
The results for the boost factor defined in Eqs. (13)

and (15) are shown in Fig. 6, where we use the parametriza-
tions for c200(m200, xsub), cV(Vmax, xsub), c

h
V(V

h
max) and
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Already on it…
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result that points to a significantly different distribution of subhalo concentrations inside the host halo
in the IDM scenario compared to CDM.

Figure 2. Median subhalo concentrations and 1s errors as found in our set of simulations, Box (blue)
and LGs (red), at z = 0. The circle symbols represent the results from the IDM simulations, whereas the
triangle symbols correspond to the CDM results. (a) Left panel: the median cV as a function of Vmax.
(b) Right panel: c200 as a function of m200 as obtained using Equations (6) and (7) for every subhalo in
the simulations.

Figure 3. Median subhalo concentrations and 1s errors as a function of xsub, i.e., the distance to the
centre of the host halo normalized to R200. We show results for cV (left) and c200 (right) as derived from
our set of LG simulations.

In the standard CDM cosmological framework, it is well established from simulations that
subhalos are more concentrated than field halos of the same mass [9,45,49,60,65–69]. It might not be
the case in the IDM model; indeed, the mean subhalo concentration values (see Figure 2) fell within
the values of halo concentrations studied in previous works for CDM. However, from Figure 1, we see
that the IDM halos exhibited lower concentrations compared with the halo concentrations in CDM of
the same mass, and then, differences were expected between the concentrations of subhalos and their
hosts in the interacting models. In Figure 4, we shape such differences between halos and subhalos in
the IDM scenario by comparing their median cV (c200) values and 1s errors as a function of Vmax (m200)

[Moliné, Schetwschenko, MASC+19]

… but further work 
needed and ongoing

Halo concentrations, subhalo boosts

Subhalo concentrations, subhalo boosts

Low-mass halo concentrations 

alternative cosmologies



Future

19

• Dedicated observing proposals at other wavelengths for VIP candidates.

• More refined spectral/spatial unID ‘filters’ and analyses.

• Search in upcoming gamma-ray catalogs.

• Further numerical work to refine predictions and constraints.

• Use of future gamma-ray facilities (CTA, AMEGO, e-ASTROGRAM…)

• Use of new techniques (e.g., Machine Learning) to disentangle true source type.

Cherenkov telescope array (CTA)
to go further in the TeV range

Coronado-Blázquez et al. [2101.10003]
(see also Hütten+16)



Miguel A. Sánchez-Conde
miguel.sanchezconde@uam.es

https://projects.ift.uam-csic.es/damasco/


