Linac4 report
Week 13

JBL for the L4 team

06. Apr. 2021



@‘m Linac4 week 13: A good and quiet week.

« Tuesday afternoon: GMT network issue, as Jesper just said...
= Some timings not available. PS complex, not only Linac4...
= Operation stopped for 1.5 hours.

« Sunday morning: LT.DVT.50

= “Polarity changer switch fault”.
= 2 hours downtime, without real consequence.
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