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‘A CPU cycle idle is a 
research opportunity 
missed’



Overview

• Building up PlymGRID
• Drawing in new users
• Issues for further expansion



Building up PlymGRID



First steps 2004

• PR visit to Cambridge
• Alex Nimmo-Smith Condor request



PlymGRID Linux 2005

• 25 nodes in Fitzroy 307
• Remote ‘diskless’ PXE boot

(Rob Douglass)
• Slimmed down Linux core

(John Horne)
• First Condor service

(John Horne)



PlymGRID Windows XP 2006

• Demand for Windows GRID 
became clear

• Leased fleet: opportunity for large 
scale operation

• XP Condor client packaged and 
deployed

(Pin Hu, Gregory Regan)



Michael Hess project

• 6 month placement, summer 2006
• New Condor server deployed
• Trials up to 1800 nodes
• Submission Portal created
• MatLab runtime rolled out
• Largest Condor pool in UK HE



A good news 
research story
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Westcountry TV 
coverage

International 
coverage on CNN



‘Drawing in new users’



An academic-led PlymGRID 
community

• PlymGRID Steering Group
• Staff Portal community
• Central Training

Introduction to PlymGRID
Using the Submission Portal

• Regular events



Room for experts to grow

• Ability to set up own submission 
nodes

Bespoke middleware
Access to remote data sets

• Expertise shared with others 
worldwide working in same area



Issues for further expansion



Research vs. Sustainability

£

PlymGRID Electricity costs

Carbon emissions

Balancing competing imperatives



Technical opportunities and 
constraints

• PC fleet: 5000 nodes, Intel Core 
Duo 1.8GHz, 2GB RAM, 10TB 
central GRID storage

• Condor pool size: 1400 nodes
3 pools? Enterprise Condor?



Summary

• Largest Condor pool in UK HE
• New research areas possible
• Need to move forward in drawing in 

new users
• Political as well as technical barriers 

to be overcome


