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Framework

• Pyioopt


• a python package to read WCSim root files and generate images of hits 
on the PMTs 


• Ultimately will be able to convert the data stored in root files to hdf5 
format files, i.e. the training samples


• Use pybind11 as the bindings to call c++ from python



Implementation

• Python3


• Root6


• WCSim


• Set an environment variable ${WCSIMDIR}


• Append the directory of pyioopt to the list of ${PYTHONPATH}



Test Running Results

Barrel q Barrel t

Muon events in one root file



Test Running Results

Bottom q Bottom t



Test Running Results

Top q Top t



Next Steps

• The ultimate goal is to convert the previous “images”, i.e. data on the grid, 
into hdf5 files with WatChMal format


• Study the DataTools package in WatChMal


• Learn more about hdf5 and the interface to it in python



DataTools Package in 
WatChMal



DataTools Package
• Tools for production and manipulation of data for WatChMal


• Sub-directories:


• data_quality


• Visualization


• cedar_scripts


• root_utils



Data Production for WatChMal 
Based on cedar_scripts/ 

WCSim root files Npz format

run_WCSim_jobs.sh

Hdf5 format

root_utils/np_to_digihit_array_hdf5.py

root_utils/np_to_truehit_array_hdf5.py

make_digihit_h5.sh

make_truehit_h5.sh

NPZ is a file format by numpy that provides storage of array data using gzip compression.

root_utils/event_dump.py



root_utils/np_to_truehit_array_hdf5.py

• Create a h5py handle



root_utils/np_to_truehit_array_hdf5.py

• Get total event numbers and hit numbers

total_rows = number of events 
total_hits = number of hits



root_utils/np_to_truehit_array_hdf5.py
•Create datasets stored in the output file


• Labels


• root_files


• event_ids


• hit_time


• hit_pmt


• hit_parent


• event_his_index


• Energies


• Positions


• Angles


• Veto


• Veto2



continued

root_utils/np_to_truehit_array_hdf5.py
• Read in data from npz file by file and set the values of datasets



Comparison with Current h5 files on Ivy
• Example: IWCDgrid_varyAll_mu-_20-2000MeV_100k.h5 

• datasets stored in the file:


• Directions      shape (1,3 )


• Energies        shape (1, )


• event_data    shape (88,168,2)


• Labels           shape ?


• Pid                shape (1, )


• Positions       shape (1, 3)

Node names Node type Size Maximum size:  
infinite

Shape



Next Steps

• Look into the codes in root_utils/event_dump.py


• Learn more about hdf5 and the interface h5py


• NumPy


