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BSM Experimental Searches 4

https://indico.cern.ch/event/875077/contributions/4489010/attachments/2299516/3911225/SUSY%202021.pdf


• We talked about background estimation and uncertainties 

• And then about results 

• And started to talk about reinterpretation and big model 
spaces…
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Combinations and Scans

169

• The experiments (and some other collaborations) take time at the end of 
runs to do grand combinations and large model-space scans. 

• One popular scan is the 19-dimensional pMSSM 

• These apply many searches to as many model points as we can muster

https://gambit.hepforge.org
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2014-08/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2014-08/


Combinations and Scans
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• The experiments (and some other collaborations) take time at the end of 
runs to do grand combinations and large model-space scans. 

• One popular scan is the 19-dimensional pMSSM 

• These apply many searches to as many model points as we can muster 

• Note that the best fit point will always be just out of reach.

https://gambit.hepforge.org
http://www.apple.com


Aside on Limits from Others
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• It’s very tempting to take very seriously limits from other experiments 

• Don’t get too fanatical about that 

• Remember that there can always be other physics (e.g. high-mass particles) 
that impact the translation from one field to another (particularly cosmo!)

http://www.apple.com
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2014-08/


Combinations and Scans
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• These always use the best expected limit. You could ask: can we do a full 
statistical combination of all the searches? 

• It’s extremely hard because of all the correlation problems we talked about 

• Have to work out those problems across many searches with different 
methodologies!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2014-08/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2014-08/


Combinations and Scans
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• If we can’t combine a bunch of independent searches / papers, why not



General Searches
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• Many groups over the years have tried 
to do a general search by classifying all 
of the events in categories (and 
sometimes looking within those 
categories for bumps, tails, etc) 

• This is extremely hard to do well. 

• There are some philosophical issues. 

• Do you just unblind everyone’s searches? 

• This search is a jack of all trades, master of 
none 

• There are also some practical issues 

• How do you do all the backgrounds?  

• Do you have all the MC?

https://en.wikipedia.org/wiki/Jack_of_all_trades,_master_of_none
https://en.wikipedia.org/wiki/Jack_of_all_trades,_master_of_none
https://en.wikipedia.org/wiki/Jack_of_all_trades,_master_of_none
https://en.wikipedia.org/wiki/Jack_of_all_trades,_master_of_none
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2016-38/


General Searches
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• These then produce huge tables and plots with all the events in various 
categories, which are extremely fun to stare at

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2016-38/


General Searches
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• The statistical issue they’re fighting is called the look-elsewhere effect. 

• Basically: when you have that many distributions, you will have bumps. 

• Within searches, we tend to calculate this effect. 

• It’s pretty straightforward with a few assumptions and toy MC 

• Some folks run meta-analysis to see what’s happening globally in the 
search program – 1000s of grad students making 100s of plots each!

https://en.wikipedia.org/wiki/Look-elsewhere_effect
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2016-38/


Long lived particles and… Others
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https://www.montypython.com/film_Monty%20Python's%20And%20Now%20For%20Something%20Completely%20Different%20(1971)/18


Long-lived Particles

178

• We know of lots of particles in nature with “long” lifetimes 

• “Long” for the LHC usually means c >few mm 

• These have gotten a lot more press in recent years

τ

https://iopscience.iop.org/article/10.1088/1361-6471/ab4574


Long-lived Particle Searches
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• Don’t let anyone tell you that these searches are new! 

• Some of the first LHC searches were for long-lived particles.

https://arxiv.org/abs/1103.1984
https://arxiv.org/abs/1103.1984


Long-lived Particle Searches
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• Searches are as diverse as the phenomenology! 

• Very generally they follow the same patterns I’ve described 

• Everything requires a lot of care (I’ll give you some examples)

https://royalsocietypublishing.org/doi/10.1098/rsta.2019.0047


Projectivity

181

• Our detectors are projective. That means they were built at all 
levels assuming particles come from the origin. 

• The triggers also often assume (approximate) projectivity

http://cds.cern.ch/record/2120661/


Projectivity
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• LLPs can give you SM particles that don’t point back to the origin 

• Generally speaking, the reconstruction hates that 

• You also have to answer some odd questions like “What is pT?”

http://cds.cern.ch/record/2120661/


Calibration
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• You may end up having to calibrate 
something that the rest of the 
collaboration doesn’t care about 

• We don’t normally need to calibrate 
timing very carefully, for example

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2016-32/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2013-17/


Detector Features
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• If you’re want to attempt one of these searches, it helps to be 
very good friends with someone who built part of the detector

https://atlas-service-enews.web.cern.ch/2007-8/features_07-8/features_vp1-3.php
https://cds.cern.ch/record/1631701/plots
https://cds.cern.ch/record/2145043/plots


Models Get Tricky
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• John mentioned SUSY a few times 

• When one of the colored sparticles becomes long lived, it can 
become an R-hadron

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-019/


Models Get Tricky
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• These interact and change flavors as they move through the 
detector and re-hadronize!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-019/


Models Get Tricky
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• They can lose energy as they go along, and even stop in heavy 
parts of the detector!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-019/


Models Get Tricky
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No one has ever modeled this stuff correctly.



It can be worse
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• Particles called “quirks” could form macroscopic bound states

Detector simulation 
experts everywhere:

https://arxiv.org/abs/0805.4642
https://arxiv.org/abs/0805.4642


The backgrounds too
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• The backgrounds from these searches are often weird and very 
hard to model and understand.



The backgrounds too
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• The backgrounds from these searches are often weird and very 
hard to model and understand. 

• Both experiments to significant cleaning to get rid of crap 

• We don’t tend to document this very well… or model it well. 

• This can get very dangerous for LLPs, as we mentioned.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/DAPR-2012-01/
http://www.apple.com


ABCD FTW
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• I promised you ABCD… these searches are rife with it!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2017-05/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2017-05/


But we’re pretty clever
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• Just a friendly reminder 

• We find disappearing tracks 
in this kind of event



Going from Prompt to Long-Lived

194

• ATLAS and CMS have gone through the interesting question: 
“What happens between prompt and LLP signals?” 

• The detector sees interesting transitions there!

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2018-003/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2018-003/


Going from Prompt to Long-Lived

195

• We also add additional uncertainties, because object 
uncertainties (jet energy scale!) are derived assuming things 
come from the origin of the detector 

• Gotta find some way to characterize our knowledge of particles moving 
in weird directions in a calorimeter 

• There are no SM particles that do this, so it is very tough.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-025/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-025/


Going from Prompt to Long-Lived

196

• We also add additional uncertainties, because object 
uncertainties (jet energy scale!) are derived assuming things 
come from the origin of the detector 

• Gotta find some way to characterize our knowledge of particles moving 
in weird directions in a calorimeter 

• There are no SM particles that do this, so it is very tough.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-025/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-025/


Going from Prompt to Long-Lived
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• These end up showing how these searches all work together 

• “Prompt”, “LLP”, and “Resonance” as the amount of R-parity violation is 
increased

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2018-003/


Enter the Machine
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Enter the Machine
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Machine Learning: The Good
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• We have a huge kinematic space to look through

https://arxiv.org/pdf/2103.01290.pdf
https://arxiv.org/pdf/2103.01290.pdf
https://arxiv.org/pdf/1105.2977.pdf


Machine Learning: The Good
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• We have a huge kinematic space to look through

https://arxiv.org/pdf/2012.03799.pdf
https://arxiv.org/pdf/2012.03799.pdf


Machine Learning: The Good

202

• Can be used for many-dimensional simultaneous reweighting 

• Deals with correlations better than many / repeated one-dimensional 
reweighting attempts

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2017-02/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2017-02/


Machine Learning: a Reminder
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• Here’s a little homework exercise: 

• Train a NN to find a circle in two dimensions, giving it x and y as 
input variables 

• Then train a NN to find a circle in two dimensions, giving it r and 
phi as input variables 

• Eventually the NN will succeed, but for any practical problem, 
the basis makes an enormous difference.



Machine Learning: the Bad
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• What exactly am I discriminating from what?

https://twiki.cern.ch/twiki/bin/view/CMSPublic/SUSYSummary2017


Machine Learning in Real
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• We still use it for a lot of things! (Mostly top squarks?) 

• It has a lot of good use, just be very careful!

https://arxiv.org/pdf/2107.10892.pdf
http://www.apple.com


Machine Learning Reinterpretation
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• One criticism is to do with reinterpretation. 

• Essentially: “If experimentalists use ML, we can’t check our models 
against their results!” 

• Phenomenologists don’t have detailed detector simulation, and many 
variables dumped into NNs are quite sensitive to detector simulation



Machine Learning Reinterpretation
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• Don’t worry! We can (and should!) give some guidance 

• And the sensitivity to simulation tends to be a background issue

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2016-16/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2016-16/


Future of Machine Learning
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• Many people are predicting continued expansion of ML 

• Industry are working with very large networks 

• Many people have proposed working with the raw data (or 
similar) as input, bypassing much of the reconstruction



ML Philosophy
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• Before you use machine learning, please think: why and how? 

• The purpose of a search is not to exclude a simplified model, but 
to find new physics. 

• Think very carefully to avoid a lot of work for little scientific value



One last note on limits
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• Isn’t it a little weird how the right one looks like it was drawn with 
a gradient fill?

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2018-10/
http://cms-results.web.cern.ch/cms-results/public-results/publications/SUS-19-008/index.html


Almost there!
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https://memeshappen.com/meme/62195/Almost-There


Summary Table
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• What I told you about really is what ATLAS and CMS are doing!



Summary Table
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Summary Table
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Loads of simplified 
models; few 
complete models



Summary Table
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Mostly multi-bin fits!



Summary Table
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Lots of MC!



Summary Table
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Some Machine Learning 
(but not ubiquitous)



Summary Table
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Lots of discovery regions 
(but it depends a lot on 
the group!)



Last Reminders
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• When you search, search for new physics, don’t simply try to 
exclude a model 

• And remember that a search for one thing can find – or set limits on – 
many other things! 

• For most searches, you will have a good time if your uncertainty 
is statistical in nature rather than systematic. 

• For most searches, aim to do one or two difficult things. 

• If you’re a phenomenologist: always find that difficult thing they did. 

• If you’re watching a talk: ask about that difficult thing they did. 

• Always check what other searches did and found 

• We’re a community working together to understand nature!



Thanks!
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https://en.wikipedia.org/wiki/The_Restaurant_at_the_End_of_the_Universe

