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Outline
• CMS Performance
• Soft Physics at CMS
• Standard Model Measurements
• First Searches
• To the Top
• Conclusions

• Can’t cover all the 24 Physics Analyses Summaries available publicly and 21 
more notes on detector performance - will just highlight the most recent 
(ICHEP) selected results

• Please refer to: https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResults
for more details
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Thank You, the LHC!
• Spectacular machine performance just before the ICHEP and in 

August
• Thank you for delivering the first inverse picobarn!
• Eagerly awaiting for 99 pb-1 more this year and another 900 pb-1

next year!
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~90% data taking efficiency
(approaching 95% lately)

Monday, August 9, 2010



The Detector

Monday, August 9, 2010



ATLAS Americas Meeting Greg Landsberg, Recent Results from CMS

Compact Muon Solenoid
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Compact Muon Solenoid
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Compact Muon SolenoidCompact Muon Solenoid
(Some of the) 3170 Scientists and 
Engineers (800 Graduate Students) 
from 169 Institutions in 39 countries 
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Tracker Performance
• 75 Million Channels, 200 m2 of Silicon; >98% operational
• Remarkable agreement between the data and the simulations
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8 3 Track Impact Parameters

3 Track Impact Parameters
The precision in measuring the track Impact Parameter (IP) depends strongly on the track di-
rection and momentum. Using a data-driven technique, the resolutions of both the transverse
and the longitudinal impact parameters are estimated for several values of the track η, φ and
pT. These resolutions are measured from data and are compared with predictions from simu-
lations.

(a) (b)

(c) (d)

Figure 5: Comparison of data (points) and simulation (blue histogram) for the following mea-
sured track parameters: (a) pT; (b) η; (c) transverse impact parameter; (d) longitudinal impact
parameter.

3.1 Basic Track Parameter Distributions

Before describing the algorithm used to estimate impact parameter resolutions, basic track pa-
rameter distributions (detailed definitions of the CMS track parameter conventions and de-
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3.2 Track Impact Parameter Resolution 9

scriptions of track selection can be found in Reference [8]) are illustrated. Figure 5 shows a

comparison of data and simulation (Pythia8 Tune 1) for the following distributions: (a) trans-

verse momentum, pT; (b) pseudorapidity, η; (c) transverse impact parameter, dxy, with respect

to the primary vertex; and (d) longitudinal impact parameter, dz, with respect to the primary

vertex.

3.2 Track Impact Parameter Resolution

The analysis described in this section is based on the 7 TeV data collected by CMS up to the

27th of May 2010 and corresponding to 10.9 nb
−1

. In addition to the general selection detailed

in Section 1.1, the events used for the measurement of the IP resolutions are required also to

pass the uncorrected 6 GeV jet trigger. The usage of a common trigger ensures that the tracks

used in both data and simulation are comparable in terms of track multiplicity and distribu-

tion of particle kinematic variables. The measurement of the impact parameter resolution starts

from the selection of high quality tracks that have a high probability of having been produced

promptly in the pp collision: a track must have its pT greater than 0.3 GeV/c and valid measure-

ments on at least 7 consecutive layers of the tracker, including a measurement on the innermost

pixel layers (either the barrel or one of the endcap disks). Simulation studies predict that this

simple selection is expected to reduce the fraction of fake tracks to the per mil level. For trans-

verse momenta smaller than 4 GeV/c (20 GeV/c), the fraction of non-prompt tracks that are

selected is less than 2% (10%) of the total.
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Figure 6: Measured resolution of the track transverse (a) and longitudinal (b) impact parameter

as a function of the track pT. Only central tracks with |η| < 0.4 are considered. Black and red

symbols correspond to results from data and simulation, respectively.

For each track passing these criteria, the unbiased position of the collision point is determined

using all and only the other tracks in the event with the vertex fitter described in Section 2. The

uncertainty on the position is estimated from the vertex fit and it is used to filter the newly

reconstructed vertexes. If the errors on the x and y (z) coordinates of the vertex position are

within 15–37 µm (20–36 µm), a vertex-track pair is created and used in the next step of the

analysis. These cuts on the position error have been chosen as a trade-off between selecting

vertexes that are very precisely reconstructed and having enough vertexes passing the selec-

2.3 Multiple Interactions 5

Figure 3: Primary vertex efficiency as a function of the number of tracks in a cluster.

error between the tag or probe and the original vertex.

Figure 3 shows the measured primary vertex efficiency as a function of the number of tracks

that are clustered in z. The results obtained using the split method described above are applied

to both data and simulation and good agreement between the two is observed. The primary

vertex efficiency is estimated to be close to 100% if there are more than two tracks with trans-

verse momenta greater than 0.5 GeV in the vertex.

2.3 Multiple Interactions

Although the instantaneous luminosity in the early collision data is far below the design lu-

minosity of the LHC, the luminosity per bunch crossing was already high enough to produce

multiple collisions in a few percent of the events. The possibility of multiple primary interac-

tions in the same bunch crossing is taken into account by a simple clustering step as described

in the previous section.

Vertexes separated by O
�
zsep

�
or less are not separated by this procedure and are merged into

a single reconstructed vertex. Depending on the track content and separation of the vertexes,

the result of the subsequent adaptive vertex fit will often be very close to the vertex with higher

multiplicity.

Tracks separated by more than zsep from the true collision point are likely to be split off from

the vertex by this procedure. For zsep larger than the typical z–resolution this has little impact

on the reconstructed vertex position because such tracks would either be down-weighted by

the adaptive vertex fit or have very poor resolution. For very soft interactions with a small

number of mostly low resolution tracks, splitting can lead to the complete loss of the real vertex.

Multiple split-off tracks on the other hand may lead to an additional reconstructed vertex near

the main vertex.

The choice of the clustering distance represents a trade-off between merging of nearby vertexes

for large zsep and false vertexes from vertex splitting for small zsep. Given the low probability

Tracking 
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Understanding the Material
• X-Raying the detector with photon conversions and 

nuclear interactions
• Excellent agreement with the simulations
• Proper understanding of the material budget

9
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Low-Mass Resonances
• Expected resolutions and masses for resonances

10

12 7 Reconstruction of V0 Resonances
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Figure 10: Fitted π+π− mass for data (left) and simulation (right). Uncertainties shown are
statistical only.

Figure 11: Fitted pπ− (+ charge conjugate) mass for data (left) and simulation (right). Uncer-
tainties shown are statistical only.
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7.6 Reconstruction of K�(892)± resonance 17

• the transverse impact parameter significance of each track with respect to the beamspot
is greater than 2;

• the normalized χ2 of the vertex fit is less than 7;
• the transverse distance from the neutral vertex to the beamspot is greater than 15σ;
• the invariant mass of the neutral vertex, assuming that both tracks are charged pions,

must be within 20 MeV of the PDG K0
S mass;

• finally, the three-dimensional impact parameter of the K0
S candidate with respect to

the primary vertex has to be smaller than 2 mm.

The PDG value is assigned for the mass of the reconstructed K0
S candidate. The three momen-

tum of the K0
S is calculated as the vectorial sum of the fitted momenta of the vertex tracks at the

fitted vertex position. A charged track is regarded as a pion candidate from the K�(892)± →
K0

Sπ± decay if it is not already assigned to the K0
S. The selection criteria for tracks are:

• the normalized χ2 < 2;
• at least two valid hits in the pixel detector;
• at least seven hits;
• transverse momentum pT > 0.5 GeV/c;
• pseudorapidity |η| < 2;
• transverse impact parameter with respect to primary vertex |dxy| < 2 mm;
• longitudinal displacement with respect to primary vertex |dz| < 3 mm.
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Figure 18: The K0
S π± invariant mass distributions in the proton-proton collision data (left plot)

and simulation (right plot). The two decay channels, K�(892)+ → K0
Sπ+ and K�(892)− →

K0
Sπ−, are combined. The simulated distributions of the 900 GeV and 2.36 TeV samples are

normalized to the corresponding number of data events selected at 900 GeV and 2.36 TeV,
respectively, and added. The dotted lines indicate functions approximating background. The
solid lines show results of the fit with the superposition of signal and background distributions.
The signal is fitted with the normalization and mass as free parameters.

The three momentum of the charged pion is defined at the point of closest approach of the track
to the primary vertex. The PDG value is assigned for the mass of the π± candidate.

Figure 18 compares invariant mass distributions of K�(892)± → K0
Sπ± candidates between

collision data and corresponding simulation samples. The distributions of the 900 GeV and
2.36 TeV simulation samples are normalized to the corresponding number of events selected at

10 
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A sign for a  
well functioning  
detector… 
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Charm Production 

PDG Mass:  
1672.43 ± 0.29 

PDG Mass:  
1321.71 ± 0.07 
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B-Tagging
• 3D impact parameters in jets with pT > 

40 GeV for tracks with pT > 1 GeV
• Excellent agreement with simulations 

proves good tracker alignment

11

6 4 Validation of reconstruction of b-tagging observables

Figure 5: from left to right: IP value for all selected tracks, 1st, and 3rd track, in the selected
jets.
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Figure 6: from left to right: IP significance for all selected tracks, 1st, and 3rd track, in the
selected jets.

right-hand plots in Figs. 5 and 6 show some relative deficiency of MC with respect to data at
negative-IP values, where the ordering results in the selection of jets for which most tracks have
negative IPs.

4.3 Secondary vertices

For a set of tracks, we search directly for a secondary vertex from the b-hadron decay. The same
tool used for the primary vertex finding is used on all the tracks associated with the jet. Vertices
with at least 65% of tracks shared with the primary vertex are removed from the list.

The quantities directly related to the vertex reconstruction (track multiplicity and flight dis-
tance) are shown in Fig. 7. These enter into the calculation of the SSV discriminators. Further
properties of secondary vertices are given in Figs. 8 and 9; these are exploited in more advanced
tagging algorithms that we do not address in this note. The right-hand plot of Fig. 8 gives a
discriminant designed to reject charm decays. It is computed by taking the smallest number of
tracks from the list ordered decreasing by IP significance that give an invariant mass exceeding
the charmed-hadron mass scale (1.5 GeV/c2); the discriminant is the IP of the next track in the
list. We see that the data agree well with the simulation for these quantities. We define the
vertex mass as the invariant mass of the system of tracks attached to a vertex. From the distri-
butions in Fig. 9 for required minimum of two or three tracks at the secondary vertex, we see
that the fraction of b jets is significantly enhanced for vertices with three or more tracks.
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Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first

method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary

vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-

bution is performed, taking the shapes for light, c and b jets from simulation and letting free

the relative normalisations for c and b jets, while fixing the small contribution from light jets to

the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample

purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is

shown in Fig. 2.

Figure 2: Example of secondary vertex mass fits.

In the second method the b-tagging efficiency �b as well as the mistag rates for light flavor �l
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B-Tagging
• 3D impact parameters in jets with pT > 

40 GeV for tracks with pT > 1 GeV
• Excellent agreement with simulations 

proves good tracker alignment
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Figure 5: from left to right: IP value for all selected tracks, 1st, and 3rd track, in the selected
jets.
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Figure 6: from left to right: IP significance for all selected tracks, 1st, and 3rd track, in the
selected jets.

right-hand plots in Figs. 5 and 6 show some relative deficiency of MC with respect to data at
negative-IP values, where the ordering results in the selection of jets for which most tracks have
negative IPs.

4.3 Secondary vertices

For a set of tracks, we search directly for a secondary vertex from the b-hadron decay. The same
tool used for the primary vertex finding is used on all the tracks associated with the jet. Vertices
with at least 65% of tracks shared with the primary vertex are removed from the list.

The quantities directly related to the vertex reconstruction (track multiplicity and flight dis-
tance) are shown in Fig. 7. These enter into the calculation of the SSV discriminators. Further
properties of secondary vertices are given in Figs. 8 and 9; these are exploited in more advanced
tagging algorithms that we do not address in this note. The right-hand plot of Fig. 8 gives a
discriminant designed to reject charm decays. It is computed by taking the smallest number of
tracks from the list ordered decreasing by IP significance that give an invariant mass exceeding
the charmed-hadron mass scale (1.5 GeV/c2); the discriminant is the IP of the next track in the
list. We see that the data agree well with the simulation for these quantities. We define the
vertex mass as the invariant mass of the system of tracks attached to a vertex. From the distri-
butions in Fig. 9 for required minimum of two or three tracks at the secondary vertex, we see
that the fraction of b jets is significantly enhanced for vertices with three or more tracks.
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that the fraction of b jets is significantly enhanced for vertices with three or more tracks.
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Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first

method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary

vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-

bution is performed, taking the shapes for light, c and b jets from simulation and letting free

the relative normalisations for c and b jets, while fixing the small contribution from light jets to

the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample

purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is

shown in Fig. 2.

Figure 2: Example of secondary vertex mass fits.

In the second method the b-tagging efficiency �b as well as the mistag rates for light flavor �l

4.2 Impact parameters 5

Figure 3: Number of tracks (left) for all tracks attached to the jet; (right) for tracks passing the
selection criteria.

The number of tracks attached to jets is shown in Fig. 3. The average number of tracks depends
on the jet energy, and the difference between data and simulation in the number of selected
tracks reflects the different track pT spectra noted above.

4.2 Impact parameters

The most effective single-track observable for heavy-flavor tagging is the (signed) impact pa-
rameter (IP) – the distance between the track and the vertex at the point of closest approach
[12]. Given that the uncertainty σIP varies with the number and disposition of measurements
along a track, the preferred observable for b tagging is the impact parameter significance IP/σIP.
Impact parameters are designated positive (negative) if the associated tracks are produced
downstream (upstream) with respect to the primary interaction vertex.

The precision of the measurements of IP in CMS is demonstrated in Fig. 4, which gives the
distribution of σ(IP) for data, along with that for the MC simulation. Also shown are the
distributions of IP and significance, on a scale chosen to show the behavior in the small-IP
region.
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Figure 4: (left) IP error, (middle) IP value, and (right) IP significance for tracks passing the
selection criteria (Sect. 4.1), in the selected jets.

In Figs. 5 and 6 we show the impact parameter value and significance distributions for the
selected tracks (as in Fig. 4 but extended to a larger IP domain) and for the first and third
track in the jet, ordered decreasing by IP significance. The IP-rank ordering pertains to the
construction of the TC tagging discriminators. We observe that data are generally in good
agreement with the simulated shapes plotted for all components combined. The middle and
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tion of the variable Ae f f /σN , for EB (left) and EE (right). The fitted curves are shown as contin-
uous lines. Energies range, respectively, up to 4.5 GeV and 18 GeV.
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26 5 Performance results

5.5 Neutral pion mass distribution stability with time

The first resonance observed in CMS was the π0, demonstrating that the performance of the

ECAL, even with extremely low mass objects, is excellent. Figure 25 shows the reconstructed

photon-pair mass spectrum, including the π0 peak.
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Figure 25: Mass spectrum of reconstructed pairs of photons showing a clear peak correspond-

ing to the π0 mass.

The measured mass of the π0 is sensitive to the stability of the ECAL with time, from effects

such as those described previously in section 2.1. Figure 26 shows the mass measurement

variation as a function of time for the first 7 weeks of 7 TeV operation. Only relatively long runs

with more than 10k reconstructed π0 candidates were used, in order to reduce the statistical

errors on the mass measurements to less than 0.2%. The stability of the mass measurements is

around 0.14%.

Figure 26: Stability of the measurement of the π0 mass peak in the barrel ECAL. Left plot shows

the mass peak as a function of run number, whilst the right plot is the projection, showing an

RMS variation of around 0.18%

4.3 Data-MC comparisons of low level observables 13
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Figure 12: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
in 7 TeV minimum bias collision events for EB.

Figure 13: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
from 7 TeV minimum bias collision events for EE- (left) and EE+ (right).
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Figure 18: Transverse energy spectra for EB (top) and EE (bottom) superclusters from 7 TeV
minimum bias collision events.
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26 5 Performance results

5.5 Neutral pion mass distribution stability with time

The first resonance observed in CMS was the π0, demonstrating that the performance of the

ECAL, even with extremely low mass objects, is excellent. Figure 25 shows the reconstructed

photon-pair mass spectrum, including the π0 peak.
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Figure 25: Mass spectrum of reconstructed pairs of photons showing a clear peak correspond-

ing to the π0 mass.

The measured mass of the π0 is sensitive to the stability of the ECAL with time, from effects

such as those described previously in section 2.1. Figure 26 shows the mass measurement

variation as a function of time for the first 7 weeks of 7 TeV operation. Only relatively long runs

with more than 10k reconstructed π0 candidates were used, in order to reduce the statistical

errors on the mass measurements to less than 0.2%. The stability of the mass measurements is

around 0.14%.

Figure 26: Stability of the measurement of the π0 mass peak in the barrel ECAL. Left plot shows

the mass peak as a function of run number, whilst the right plot is the projection, showing an

RMS variation of around 0.18%
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ing to the π0 mass.

The measured mass of the π0 is sensitive to the stability of the ECAL with time, from effects

such as those described previously in section 2.1. Figure 26 shows the mass measurement

variation as a function of time for the first 7 weeks of 7 TeV operation. Only relatively long runs

with more than 10k reconstructed π0 candidates were used, in order to reduce the statistical

errors on the mass measurements to less than 0.2%. The stability of the mass measurements is

around 0.14%.
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Figure 26: Stability of the measurement of the π0 mass peak in the barrel ECAL. Left plot shows

the mass peak as a function of run number, whilst the right plot is the projection, showing an

RMS variation of around 0.18%
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Figure 12: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
in 7 TeV minimum bias collision events for EB.

Figure 13: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
from 7 TeV minimum bias collision events for EE- (left) and EE+ (right).
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Figure 18: Transverse energy spectra for EB (top) and EE (bottom) superclusters from 7 TeV
minimum bias collision events.
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26 5 Performance results

5.5 Neutral pion mass distribution stability with time

The first resonance observed in CMS was the π0, demonstrating that the performance of the

ECAL, even with extremely low mass objects, is excellent. Figure 25 shows the reconstructed

photon-pair mass spectrum, including the π0 peak.
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Figure 25: Mass spectrum of reconstructed pairs of photons showing a clear peak correspond-

ing to the π0 mass.

The measured mass of the π0 is sensitive to the stability of the ECAL with time, from effects

such as those described previously in section 2.1. Figure 26 shows the mass measurement

variation as a function of time for the first 7 weeks of 7 TeV operation. Only relatively long runs

with more than 10k reconstructed π0 candidates were used, in order to reduce the statistical

errors on the mass measurements to less than 0.2%. The stability of the mass measurements is

around 0.14%.

Figure 26: Stability of the measurement of the π0 mass peak in the barrel ECAL. Left plot shows

the mass peak as a function of run number, whilst the right plot is the projection, showing an

RMS variation of around 0.18%
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in 7 TeV minimum bias collision events for EB.

Figure 13: Pseudo-rapidity distributions of the channel with the highest reconstructed energy
from 7 TeV minimum bias collision events for EE- (left) and EE+ (right).
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minimum bias collision events.
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tions of the selected η candidates after all selection cuts both for the data and simulated mini-

mum bias events. The η peak width is found to be 6.0% in data, in good agreement with 5.8%

for simulation. The S/B is measured to be 0.44 and 0.27 in data and simulation, respectively.

The fitted value for S/B is higher for the data than the MC indicating that the production cross

sections assumed in the simulation are too low. Here and throughout this section, PYTHIA8 is

used for the MC predictions.
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Figure 9: η → γγ invariant mass reconstructed from photon pairs passing the selection cuts

for the data (left) and simulation (right).

4.3 Inter-calibration Results

To investigate the potential of the π0 → γγ inter-calibration, we use two independent cali-

bration algorithms [6]. Both algorithms are based on an iterative procedure where the inter-

calibration constants are updated after each iteration step. The π0
candidates selected both by

the on-line calibration stream and off-line selection are combined in one sample. To avoid dou-

ble counting, candidates selected by both the off-line selection and on-line calibration stream

are included only once.

Nine supermodules in this region have been pre-calibrated to a precision of about 0.5% in the

test-beams. Crystals in those supermodules are used to estimate the in-situ inter-calibration

precision in the same way as for the φ−symmetry method, as shown in Figure 10. In the

region |crystal η index| ≤ 45, the crystal-by-crystal calibration precision is found to be 1.4%

which is consistent with the expectation from Monte Carlo studies which give 1.3 ± 0.3%. The

systematic limit on the precision of this method has not yet been reached and the current inter-

calibration accuracy is dominated by the statistical uncertainty.

4.4 The ECAL energy scale with π0 and η decays

The absolute scale of the ECAL, the G factor defined in eq. 2, has been measured during the test

beam campaign for EB and EE separately. In-situ, the ECAL energy scale will be determined

by reconstructing di-electron and di-photon invariant mass peaks. While the Z → e+e−and

J/ψ → e+e−samples collected so far are not sufficient to measure the energy scale, a first

measurement can be done using π0
and η reconstructed decays.

Given the different calibration level of the EB and EE, it is desirable to extract the energy scale

η reconstruction
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• Three types of algorithms have been commissioned: 

CaloJets, Jets-Plus-Tracks, Particle Flow Jets
• Good description of basic jet properties with the MC
• JES from MC has been shown to agree with data to 5% 

(JPT, PFJets) or 10% (CaloJets)
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12 4 Jet Energy Calibration

Figure 9: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in data and MC are
corrected for MC-truth JEC. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.
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Figure 10: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in MC are corrected
for MC-truth JEC, whereas jets in data are corrected for MC-truth JEC plus the residual correc-
tion discussed in the text. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.

Based on these observations, CMS uses ± 2%|η| uncertainty on the relative JEC for physics
analyses using either nominal MC-truth JEC or MC-truth JEC supplemented by the residual
correction. In the latter case, uncertainty of ± 2%|η| is clearly a conservative estimate, as
suggested by Figure 10.

4.2.3 Absolute response measurements from photon+jet events

The CMS calorimeter energy response to a particle level jet is smaller than unity and varies as
a function of jet pT. The purpose of the absolute jet energy correction is to remove these varia-
tions and make the response equal to unity at all pT values. When combined with the relative
correction and the offset correction, the absolute correction provides the complete correction
back to the particle jet level required for most CMS analyses.

To determine the absolute jet energy corrections from collider data, we use γ+jet events, and
apply two different calibration procedures, called pT balancing and MPF (missing ET projection
fraction) methods, respectively. First we discuss and present results from the pT balancing
method which exploits the balance in the transverse plane between the photon and the recoiling
jet and uses the photon pT, that is accurately measured in the crystal ECAL calorimeter, as a
reference object. The technique was introduced by the Tevatron experiments [14, 15]. The
detailed feasibility study of the method for CMS is described in Reference [18].
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Figure 15: MPF response in data and MC for calorimeter (top-left), JPT (top-right) and PFlow
(bottom) jets. MC truth response is also shown. Data/MC ratio and the one-parameter linear
fit function is shown at the bottom of the plots, together with ±5% and±10% lines.
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Figure 9: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in data and MC are
corrected for MC-truth JEC. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.
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Figure 10: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in MC are corrected
for MC-truth JEC, whereas jets in data are corrected for MC-truth JEC plus the residual correc-
tion discussed in the text. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.

Based on these observations, CMS uses ± 2%|η| uncertainty on the relative JEC for physics
analyses using either nominal MC-truth JEC or MC-truth JEC supplemented by the residual
correction. In the latter case, uncertainty of ± 2%|η| is clearly a conservative estimate, as
suggested by Figure 10.

4.2.3 Absolute response measurements from photon+jet events

The CMS calorimeter energy response to a particle level jet is smaller than unity and varies as
a function of jet pT. The purpose of the absolute jet energy correction is to remove these varia-
tions and make the response equal to unity at all pT values. When combined with the relative
correction and the offset correction, the absolute correction provides the complete correction
back to the particle jet level required for most CMS analyses.

To determine the absolute jet energy corrections from collider data, we use γ+jet events, and
apply two different calibration procedures, called pT balancing and MPF (missing ET projection
fraction) methods, respectively. First we discuss and present results from the pT balancing
method which exploits the balance in the transverse plane between the photon and the recoiling
jet and uses the photon pT, that is accurately measured in the crystal ECAL calorimeter, as a
reference object. The technique was introduced by the Tevatron experiments [14, 15]. The
detailed feasibility study of the method for CMS is described in Reference [18].
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(bottom) jets. MC truth response is also shown. Data/MC ratio and the one-parameter linear
fit function is shown at the bottom of the plots, together with ±5% and±10% lines.
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5.2 Jet pT resolutions from dijet asymmetry method 23

result in some particles emitted outside the jet cones. These effects are unrelated to the detector

resolution, as they cause the dijet asymmetry smearing even at the level of particle jets. To ac-

count for this particle-level imbalance contribution to the measured jet pT resolution, the asym-

metry method is applied to GenJets and the observed particle level-resolution is subtracted in

quadrature from the measurement.

The asymmetry method is first validated using PYTHIA QCD dijet events. This is illustrated in

Figure 20 which shows the different steps of the asymmetry procedure for calorimeter, JPT and

PFlow jets respectively. For each jet type, the “raw” jet resolution from the asymmetry method,

including the extrapolation of pjet3

T,max
to zero, is shown in green. It is corrected by subtracting

in quadrature the estimation of the intrinsic particle level resolution, shown in magenta, as

obtained from the application of the dijet asymmetry method to GenJets. This final resolution

from the asymmetry method is shown in blue. It is compared to the resolution estimate from

MC truth (described in Section 5.1) shown in red. We see that the resolutions obtained from the

data-driven method of dijet asymmetry reproduce the MC truth results above pave

T
> 40 GeV

for all types of jets within a 10% deviation.
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Figure 6: Calibrated E/ T resolution versus calibrated pf∑ ET for the type-II corrected caloE/ T,

tcE/ T, and pfE/ T in data and Monte Carlo samples.

is closest to the actual particle-level ∑ ET. We calibrate pf∑ ET to the particle-level ∑ ET, on

average, based on the correlation between the measured pf∑ ET and the particle-level ∑ ET

observed in PYTHIA 8 Monte Carlo.

Figure 6 shows the calibrated E/ T Gaussian core resolution versus the calibrated pf∑ ET for

different E/ T reconstruction algorithms in events containing at least two jets with pT > 25 GeV.

Both tcE/ T and pfE/ T show improvements in the E/ T resolution compared to the calorimeter only

E/ T in the resolution, and the pfE/ T yields the smallest E/ T resolution. The comparison between

the type-II corrected caloE/ T and pfE/ T is also presented in Ref. [12], which confirms the E/ T
resolution improvements in pfE/ T compared to the type-II corrected caloE/ T.

5 E/ T Performance in Multi-Jet Events
Many searches for physics beyond the standard model critically depend on E/ T in events with

multiple (> 2) jets. However, such events are harder to simulate in Monte Carlo event gener-

ator programs. The limited understanding of multi-jet QCD production makes direct compar-

isons between data and Monte Carlo simulation challenging.

In this section, we present a study of the E/ T performance in multi-jet events. In particular, we

study the dependence of the E/ T distribution on jet multiplicities. Figure 7 shows the E/ T dis-

tribution in four different intervals of ∑ ET for different jet multiplicities. Events in this figure

are required to have at least two jets with pT > 20 GeV and |η| < 3, and the jet multiplicity is

defined to be the number of jets with the corrected pT > 20 GeV.

The good agreement of the shape of the E/ T distributions between different jet multiplicities in

Fig. 7 indicates that the E/ T performance is primarily driven by the total amount of calorimetric

activity, parametrized by ∑ ET, and no significant contribution from jet multiplicities to E/ T is

visible at the presently available level of data statistics. This feature is useful for various physics

analysis with multi-jets.

4.2 E/ T Performance in Dijet Events 7
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Figure 4: Calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.
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Figure 4: Calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.
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Figure 9: HT (left) and H/ T (right) distributions in events with ≥ 2 jets, for calo jets (top), JPT
jets (middle) and particle-flow jets (bottom).
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Figure 6: Calibrated E/ T resolution versus calibrated pf∑ ET for the type-II corrected caloE/ T,

tcE/ T, and pfE/ T in data and Monte Carlo samples.

is closest to the actual particle-level ∑ ET. We calibrate pf∑ ET to the particle-level ∑ ET, on

average, based on the correlation between the measured pf∑ ET and the particle-level ∑ ET

observed in PYTHIA 8 Monte Carlo.

Figure 6 shows the calibrated E/ T Gaussian core resolution versus the calibrated pf∑ ET for

different E/ T reconstruction algorithms in events containing at least two jets with pT > 25 GeV.

Both tcE/ T and pfE/ T show improvements in the E/ T resolution compared to the calorimeter only

E/ T in the resolution, and the pfE/ T yields the smallest E/ T resolution. The comparison between

the type-II corrected caloE/ T and pfE/ T is also presented in Ref. [12], which confirms the E/ T
resolution improvements in pfE/ T compared to the type-II corrected caloE/ T.

5 E/ T Performance in Multi-Jet Events
Many searches for physics beyond the standard model critically depend on E/ T in events with

multiple (> 2) jets. However, such events are harder to simulate in Monte Carlo event gener-

ator programs. The limited understanding of multi-jet QCD production makes direct compar-

isons between data and Monte Carlo simulation challenging.

In this section, we present a study of the E/ T performance in multi-jet events. In particular, we

study the dependence of the E/ T distribution on jet multiplicities. Figure 7 shows the E/ T dis-

tribution in four different intervals of ∑ ET for different jet multiplicities. Events in this figure

are required to have at least two jets with pT > 20 GeV and |η| < 3, and the jet multiplicity is

defined to be the number of jets with the corrected pT > 20 GeV.

The good agreement of the shape of the E/ T distributions between different jet multiplicities in

Fig. 7 indicates that the E/ T performance is primarily driven by the total amount of calorimetric

activity, parametrized by ∑ ET, and no significant contribution from jet multiplicities to E/ T is

visible at the presently available level of data statistics. This feature is useful for various physics

analysis with multi-jets.

4.2 E/ T Performance in Dijet Events 7
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Figure 4: Calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.
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E/ T (pfE/ T) distributions in the inclusive dijet data (pjet1,2

T > 25 GeV and |ηjet1,2| < 3) compared

with Monte Carlo simulation.

transverse energy in the event, is reasonably-well modeled since the E/ T reconstruction relies

on all visible transverse energies in an event.

4.2 E/ T Performance in Dijet Events

In this subsection, a study of E/ T performance in events containing two high energy hadronic

jets is presented. Figure 4 includes the same set of distributions as Fig. 3, but in events contain-

ing at least two jets with pT > 25 GeV and |η| < 3. In general, events containing a hard scatter

such as dijet events are better understood theoretically, and Monte Carlo simulated events are

more reliable. Indeed, good agreement is observed. The pfE/ T distribution in dijet events is

discussed in further detail in Ref. [12].

Comparisons between data and Monte Carlo for the E/ T and ∑ ET distributions in this event

topology show reasonable agreement, especially for ∑ ET. In the case of E/ T, the Monte Carlo

distribution is somewhat narrower, consistent with the under-estimation of the E/ T resolution

in the simulation. This is similar to our observation in the minimum-bias event distribution

and is expected to improve when the response in the HE region is improved in the simulation.
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(f) pfH/ T for ≥ 2 jets

Figure 9: HT (left) and H/ T (right) distributions in events with ≥ 2 jets, for calo jets (top), JPT
jets (middle) and particle-flow jets (bottom).
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Figure 9: HT (left) and H/ T (right) distributions in events with ≥ 2 jets, for calo jets (top), JPT
jets (middle) and particle-flow jets (bottom).
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Figure 4: Tracking variables for Tight Muons, in linear scale (left) and logarithmic scale (right).
From top to bottom: the number of hits on the global track (including hits in silicon tracker
and the muon system); the number of muon chamber hits on the global track; the transverse
impact parameter; and significance of the transverse impact parameter. The error bars (for data
points) and grey boxes (for simulation) indicate the statistical uncertainty.
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Figure 5: Example of background subtraction to determine the Soft Muon ID efficiency for
0 < pT < 2 GeV/c and 1.2 < |η| < 2.4, given that the tracker track exists. a) shows the
reduction of the background (for all probes) using the MIP requirement. c) these two plots
show the lineshapes for passing and failing probes. Background subtraction is applied, to
produce the 1st bin in plot b), where the tag-and-probe efficiencies as a function of pT in the
endcaps (1.2 < |η| < 2.4) in data and in simulation are compared to the efficiency with perfectly
subtracted background (the “Simulation truth”) in simulation.

the data sample corresponds to 84 nb−1. The tag-and-probe results in simulation and data
agree rather well, within about 5-10% (absolute difference in efficiency). The most significant
deviation is a higher-than-expected efficiency in data in the barrel, between 3 and 7 GeV/c, by
about 5-10%. This is visible in the Soft Muon and Tight Muon efficiency, but much less so in the
Global Muon plots. As expected, the Soft Muon selection has a higher efficiency than Global
and Tight Muons at low pT, while for a pT above about 5 GeV/c, the efficiency plateau is lower
than for Global or Tight Muons. This is because the Soft Muon selection, by design, has strict
requirements on the outermost muon segment; these requirements are suitable to enhance the
purity in the low momentum region but are superfluous at higher values of pT.

The tag-and-probe measurements for the same types of efficiencies have also been made with-
out the requirement that the probe tracks have a MIP signature. The results are fully com-
patible within slightly larger statistical uncertainties. Simulation studies show that in this low
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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Figure 4: Tracking variables for Tight Muons, in linear scale (left) and logarithmic scale (right).
From top to bottom: the number of hits on the global track (including hits in silicon tracker
and the muon system); the number of muon chamber hits on the global track; the transverse
impact parameter; and significance of the transverse impact parameter. The error bars (for data
points) and grey boxes (for simulation) indicate the statistical uncertainty.
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Figure 5: Example of background subtraction to determine the Soft Muon ID efficiency for
0 < pT < 2 GeV/c and 1.2 < |η| < 2.4, given that the tracker track exists. a) shows the
reduction of the background (for all probes) using the MIP requirement. c) these two plots
show the lineshapes for passing and failing probes. Background subtraction is applied, to
produce the 1st bin in plot b), where the tag-and-probe efficiencies as a function of pT in the
endcaps (1.2 < |η| < 2.4) in data and in simulation are compared to the efficiency with perfectly
subtracted background (the “Simulation truth”) in simulation.

the data sample corresponds to 84 nb−1. The tag-and-probe results in simulation and data
agree rather well, within about 5-10% (absolute difference in efficiency). The most significant
deviation is a higher-than-expected efficiency in data in the barrel, between 3 and 7 GeV/c, by
about 5-10%. This is visible in the Soft Muon and Tight Muon efficiency, but much less so in the
Global Muon plots. As expected, the Soft Muon selection has a higher efficiency than Global
and Tight Muons at low pT, while for a pT above about 5 GeV/c, the efficiency plateau is lower
than for Global or Tight Muons. This is because the Soft Muon selection, by design, has strict
requirements on the outermost muon segment; these requirements are suitable to enhance the
purity in the low momentum region but are superfluous at higher values of pT.

The tag-and-probe measurements for the same types of efficiencies have also been made with-
out the requirement that the probe tracks have a MIP signature. The results are fully com-
patible within slightly larger statistical uncertainties. Simulation studies show that in this low
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Figure 3: Distributions of kinematic variables for Tight Muons, comparing data (points with
error bars) to minimum-bias simulation, which is separated into its different components. The
kinematic variables are the transverse momentum (top) for positively- and negatively-charged
muons, pseudo-rapidity (center) and azimuthal angle (bottom), shown in linear (left) and log-
arithmic scale (right). The error bars (for data points) and grey boxes (for simulation) indicate
the statistical uncertainty.
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• Prompt and non-prompt J/Ψ production cross section in 

two rapidity ranges
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16 8 Conclusion

CADE Monte Carlo generator and in the FONLL framework [12]. The measured results are
given in Fig. 6 in the regions |y| < 2.4 (left) and 1.4 < |y| < 2.4 (right), and show a good
agreement with the predictions.
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Figure 6: Differential cross section measurements for non-prompt J/ψ production, as a function of the
pJ/ψ

T , compared with PYTHIA, CASCADE, and FONLL calculations in the rapidity regions |y| < 2.4
(left) and 1.4 < |y| < 2.4 (right).

8 Conclusion
We have presented the first measurement of the J/ψ production cross section in the dimuon
channel in pp collisions at

√
s = 7 TeV, based on 100.44 nb−1 of data collected by the CMS

experiment during the first months of LHC operation.

The preliminary pT differential J/ψ production cross section has been measured in two rapidity
ranges: from 0 to 30 GeV/c in the forward J/ψ rapidity (1.4 < |y| < 2.4) and from 4 to 30 GeV/c
for |y| < 1.4. The total cross section for inclusive J/ψ production in the dimuon decay channel
has been determined to be 289.1 ± 16.7(stat) ± 60.1(syst) nb for transverse momenta between 4
and 30 GeV/c in the rapidity range |y| <2.4, where the systematic uncertainty is dominated by
the statistical precision of the muon efficiency determination from data.

The total cross section times BR(J/ψ → µ+µ−) for the J/ψ production due to B-hadron decays,
in the phase space window 4 < pT < 30 GeV/c and |y| < 2.4 is measured to be 56.1± 5.5(stat)±
7.2(syst) nb.

The differential prompt and non-prompt measurements have been compared with some theo-
retical calculations. In general, a reasonable agreement between the data and the theory curves
is found, except in the case of the prompt J/ψ cross section at forward rapidity and low pT,
where the calculations underestimate the measured yield.
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6.1 Separating prompt and non-prompt J/ψ’s. 11
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Figure 3: Differential cross section as a function of pJ/ψ
T for the two different rapidity intervals

and in the null polarization scenario. The error bars on the abscissa values are the RMS of the
pJ/ψ

T in each bin.

decay length in the laboratory frame [32, 33], defined as

Lxy =
uTσ−1x

uTσ−1uT , (7)

where x is the distance between the vertex of the two muons and the primary vertex of the
event computed in the transverse plane, u is the unit vector of the J/ψ pT and σ is the sum of
the primary and secondary vertex covariance matrices.

It should be noted that negative values of �J/ψ are possible due to resolution effects which, at
small decay lengths, cause the J/ψ momentum vector and the one joining the primary and
secondary vertices to be in opposite directions in the transverse plane.

To determine the fraction fB of J/ψ’s from B-hadron decays in the data, we performed an un-
binned maximum-likelihood fit in bins of pT, integrating over the J/ψ rapidity. The dimuon
mass spectrum and the �J/ψ distribution were simultaneously fitted by a log-likelihood func-
tion,

ln L =
N

∑
i=1

ln F(�J/ψ, mµµ) , (8)

where N is the total number of events and mµµ the invariant mass of the muon pair. The
expression for F(�J/ψ, mµµ) is given by

F(�J/ψ, mµµ) = fSig · FSig(�J/ψ) · MSig(mµµ) + (1− fSig) · FBkg(�J/ψ) · MBkg(mµµ) , (9)

where:

• fSig is the fraction of events attributed to J/ψ sources coming from both prompt and
non-prompt components,

• FSig(�J/ψ) and FBkg(�J/ψ) are the functional forms describing the �J/ψ distribution for
the signal and background, respectively. The signal part is given by a sum of prompt

15

Table 6: Differential non-prompt J/ψ cross sections, and average pT in the bin (in the data),
for two non-prompt J/ψ polarization considered: the polarization measured by the BaBar
experiment [29] in Bu-Bd mixed production and the one in the EVTGEN generator. The first
error is statistical and the second is systematical.

pJ/ψ
T �pJ/ψ

T � BR(J/ψ → µ+µ−) · dσnon−prompt
dpT

(nb/ GeV/c)
( GeV/c) ( GeV/c) Non-prompt J/ψ polarization

BaBar EVTGEN
|y| < 1.4

4− 6 5.59 5.60 ± 1.38 ± 1.49 5.61 ± 1.38 ± 1.50
6− 10 7.88 3.06 ± 0.29 ± 0.36 3.07 ± 0.29 ± 0.36
10− 30 13.53 0.231 ± 0.020 ± 0.035 0.232 ± 0.020 ± 0.036

1.4 < |y| < 2.4
0− 2 1.23 28.96 ± 6.63 ± 11.63 28.97 ± 6.63 ± 11.64
2− 4 2.86 18.32 ± 2.20 ± 2.78 18.34 ± 2.20 ± 2.78
4− 6 4.89 8.89 ± 1.14 ± 1.71 8.90 ± 1.14 ± 1.72
6− 10 7.59 2.07 ± 0.21 ± 0.30 2.08 ± 0.21 ± 0.30
10− 30 13.14 0.101 ± 0.014 ± 0.017 0.101 ± 0.014 ± 0.017

sured data points, as shown in Fig. 5.

The predictions of the Color Singlet Model (including higher-order corrections) [39–42] and of
the LO NRQCD model (which includes singlet and octet components) [43, 44] are not shown
in Fig. 5 because they are only available for the direct J/ψ production component while the
measurements include a sizeable contribution from feed-down decays, which might be of the
order of 30% [45, 46] and is likely to depend on pT.

The differential cross section measured at forward rapidity, 1.4 < |y| < 2.4, is significantly
higher than expected in the models represented. The discrepancy is particularly important at
low pT, where significantly more events are observed than predicted.
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Figure 2: Differential cross section (a) dσ
dpµ

⊥
(pp → b + X → µ + X�, |ηµ| < 2.1), and (b)

dσ
dηµ (pp → b + X → µ + X�, pµ

⊥ > 6 GeV). The points with error bars are the CMS measure-
ments. The horizontal bars indicate the bin width. The yellow band shows the quadratic sum
of statistical and systematic errors. The systematic error (11 %) of the luminosity measurement
is not included. The dashed red lines illustrate the MC@NLO theoretical uncertainty as de-
scribed in the text. The solid green line shows the PYTHIA result.

Table 1: Differential b-quark cross section dσ/dpµ
⊥ for |ηµ| < 2.1 in bins of muon transverse

momentum. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online
and offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

pµ
⊥ Nb ε dσ/dpT [nb/GeV] stat sys lumi

6-7 GeV 2897 ± 140 0.56 ± 0.01 640 5% 15% 11%
7-8 GeV 1479 ± 96 0.61 ± 0.01 297 7% 15% 11%
8-10 GeV 1674 ± 93 0.67 ± 0.01 154 6% 14% 11%
10-12 GeV 771 ± 58 0.69 ± 0.02 68 7% 12% 11%
12-14 GeV 282 ± 38 0.76 ± 0.02 23 14% 13% 11%
14-16 GeV 135 ± 27 0.73 ± 0.04 11 20% 14% 11%
16-20 GeV 131 ± 25 0.78 ± 0.04 5.2 19% 12% 11%
20-30 GeV 102 ± 20 0.77 ± 0.04 1.6 19% 11% 11%

The muon trigger efficiency [30] has been determined from data in minimum bias events. The
statistical uncertainty on the trigger efficiency amounts to 3–5 %, depending on the muon trans-
verse momentum and pseudorapidity, and is taken as a systematic uncertainty. The muon
reconstruction efficiency is known to a precision of 3 %.

The tracking efficiency for hadrons is known with a precision of 4 % [31]. This induces a sys-
tematic uncertainty of 2% on the number of events passing the event selection. The uncertainty
in the tracking efficiency affects the b-fraction in the fit by about 1 %.

8 7 Conclusions

function and the parameter εb defines the hardness of the fragmentation. The uncertainty of
the fragmentation is studied by varying the parameter εb between 0.003 and 0.010 and results
in a systematic error of 1–4 % on the reconstruction efficiency.

A sample generated with EvtGen is used to investigate the uncertainty in modeling the b-
hadron decay properties. A systematic error of 3 % is found. Varying the fraction of prompt
b → µ decays with respect to b → c → µ decays within its uncertainty [32] changes the
measured cross section by 1 %.

Neither the muon trigger efficiency nor the track jet finding is affected significantly by the
variation of the fragmentation and decay parameters.

The signal template is validated in data through a control sample enriched in b decays. Muons
with a large impact parameter significance (calculated with respect to the jet axis) of d0/σd0 >
20 result in an event sample with a b fraction of about 90 %. The shape of the p

rel
⊥ template in

these events agrees well with the MC expectation. However, the limited statistics of the data
control sample do not allow its use in the fit.

The number of simulated events induces an uncertainty of 1–4 %.

The systematic error due to the modeling of the underlying event was studied by using MC
simulated event samples generated with different MC tunes. They were fit with the standard
templates and the observed variation was negligible. The selection efficiency changes are of
the order 10 %.

At the present early stage of the CMS experiment, the integrated luminosity recorded is known
to about 11 % [33].

7 Conclusions
A first measurement of the inclusive b-quark production cross section at a center-of-mass en-
ergy of

√
s = 7 TeV has been made. The measurement is based on data corresponding to an

integrated luminosity of L = 8.1 nb−1. The data was recorded by the CMS experiment during
the first months of data taking in spring 2010.

The preliminary result for the total inclusive b-quark production cross section in the visible
kinematic range is

σ(pp → b + X → µ + X
�, p

µ
⊥ > 6 GeV, |ηµ| < 2.1) = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

Furthermore, a measurement of the differential b-quark production cross section as a function
of muon transverse momentum and pseudorapidity was made. The result was compared to
MC predictions. The data tends to be higher than the MC@NLO prediction. Furthermore, the
shape of the pseudorapidity distribution is not well described by MC@NLO.
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8 5 Conclusion

factorization and renormalization scales were set to µF = µR = pT. The inclusive b-jet predic-
tion is calculated with MC@NLO [27, 28] using the CTEQ6M PDF set and the nominal b-quark
mass of 4.75 GeV, giving a total b cross section of 238 µb. The parton shower is modeled using
Herwig 6.510 [29]. The results are compared to a NLO theory prediction (MC@NLO) and to the
Pythia MC (tune D6T [30]), and are found to be in good agreement with Pythia and in reason-
able agreement with MC@NLO. The NLO calculation is found to describe the overall fraction
of b jets at pT > 18 GeV and |y| < 2.0 well, but with significant shape differences in pT and y.

Fitting the measured ratio of data to Pythia in the phase space window 30 < pT < 150 GeV
and |y| < 2.0 to a constant, we obtain a global scale factor of 0.99 ± 0.02(stat) ± 0.21(syst),
where the systematic uncertainty is a weighted average over all the bins contributing to the
fit. The fit has χ2/NDF = 43.4/47. Repeating the same fit for the ratio between reconstructed
MC and generator-level MC results in a scale factor of 1.009 ± 0.005 with χ2/NDF = 246/46,
confirming good closure of the analysis chain. Finally, the NLO/MC global scale factor is
1.04 ± 0.05.

The total b cross section of 238 µb from the MC@NLO calculation has a sizable uncertainty
from the choice of renormalization scale between µR = 0.5 and µR = 2 (+40%, −25%), from
CTEQ PDF variations (+10%, −6%), and from the choice of b-quark mass between 4.5 GeV
and 5.0 GeV (+17%,−14%). The dominant scale uncertainty is overlaid as an uncertainty band
around the MC@NLO prediction in Figs. 7(b) and 8.
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Figure 7: Measured b-jet cross section compared to the MC@NLO calculation, overlaid (left)
and as a ratio (right). The Pythia prediction is also shown, for comparison.

5 Conclusion
We have measured the ratio of b-jet to inclusive jet production in pp collisions at

√
s = 7 TeV

center-of-mass energy for an integrated luminosity of 60 nb−1. We find an overall good agree-
ment between data and Pythia in the jet transverse momentum range 30 < pT < 150 GeV
and rapidity |y| < 2.0, within about 2% statistical uncertainty and 21% systematic uncertainty.
We also observe a reasonable agreement between the MC@NLO calculation and the measured
overall b-jet fraction, within the 21% systematic uncertainty, but observe significant shape dif-
ferences in pT and y.
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Figure 8: Measured b-jet cross section as a ratio to inclusive jet cross section. The NLO theory
and Pythia MC predictions are shown for comparison.

As part of the analysis, the b-tagged sample purity was estimated from data, using template fits
to the secondary vertex mass distribution, and the results were found to be in good agreement
with MC expectations, well within the 3% statistical uncertainty. This constrains the charm
mistag rate to within 20% of the MC expectation.

The b-tagging efficiency systematic uncertainties caused by the poorly known fractions of LO
and NLO production through flavor creation, flavor excitation and gluon splitting were found
to be less than 2% for a maximal±50% variation of the GS and FCR+FEX fractions, constrained
by studies of secondary vertex energy over b-jet energy.

The leading systematic uncertainties at pT > 30 GeV come from the b-jet energy scale relative
to inclusive jets (4–5%), from the data-based constraints on b-tagging efficiency (20%) and from
the mistag rate uncertainty for charm jets (3–4%) and for light flavor jets (≈ 1–10%).

Future improvements to the analysis can come from extending the pT range of the measure-
ment to higher pT, and from understanding the pT and y correlations of the systematics with
increased statistics for the data-driven measurements of purity and efficiency.
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function and the parameter εb defines the hardness of the fragmentation. The uncertainty of
the fragmentation is studied by varying the parameter εb between 0.003 and 0.010 and results
in a systematic error of 1–4 % on the reconstruction efficiency.

A sample generated with EvtGen is used to investigate the uncertainty in modeling the b-
hadron decay properties. A systematic error of 3 % is found. Varying the fraction of prompt
b → µ decays with respect to b → c → µ decays within its uncertainty [32] changes the
measured cross section by 1 %.

Neither the muon trigger efficiency nor the track jet finding is affected significantly by the
variation of the fragmentation and decay parameters.

The signal template is validated in data through a control sample enriched in b decays. Muons
with a large impact parameter significance (calculated with respect to the jet axis) of d0/σd0 >
20 result in an event sample with a b fraction of about 90 %. The shape of the p

rel
⊥ template in

these events agrees well with the MC expectation. However, the limited statistics of the data
control sample do not allow its use in the fit.

The number of simulated events induces an uncertainty of 1–4 %.

The systematic error due to the modeling of the underlying event was studied by using MC
simulated event samples generated with different MC tunes. They were fit with the standard
templates and the observed variation was negligible. The selection efficiency changes are of
the order 10 %.

At the present early stage of the CMS experiment, the integrated luminosity recorded is known
to about 11 % [33].

7 Conclusions
A first measurement of the inclusive b-quark production cross section at a center-of-mass en-
ergy of

√
s = 7 TeV has been made. The measurement is based on data corresponding to an

integrated luminosity of L = 8.1 nb−1. The data was recorded by the CMS experiment during
the first months of data taking in spring 2010.

The preliminary result for the total inclusive b-quark production cross section in the visible
kinematic range is

σ(pp → b + X → µ + X
�, p

µ
⊥ > 6 GeV, |ηµ| < 2.1) = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

Furthermore, a measurement of the differential b-quark production cross section as a function
of muon transverse momentum and pseudorapidity was made. The result was compared to
MC predictions. The data tends to be higher than the MC@NLO prediction. Furthermore, the
shape of the pseudorapidity distribution is not well described by MC@NLO.

References
[1] S. Frixione, M. L. Mangano, P. Nason et al., “Heavy quark production”, Adv. Ser. Direct.

High Energy Phys. 15 (1998) 609–706, arXiv:hep-ph/9702287.

[2] D0 Collaboration, “Inclusive µ and b quark production cross-sections in pp̄ collisions at√
s = 1.8 TeV”, Phys. Rev. Lett. 74 (1995) 3548–3552.

Monday, August 9, 2010



ATLAS Americas Meeting Greg Landsberg, Recent Results from CMS

Soft QCD
• Charged particle density in minimum-bias events increases 

faster with √s than the various tunes predict
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ment follows this trend. The choice of the � ! � interval can
influence the average � � value by a few percent.
For � ! � � 0� 5, the average charged multiplicity density

is � � ch � � ! ¼ 5� 78" 0� 01ðstatÞ " 0 � 23ðsystÞ for NSD
events. The
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Using a somewhat different event selection, the ALICE
Collaboration has found a similar increase of ½57 � 6"
0� 4ðstatÞþ3� 6

)1� 8ðsystÞ'% [5]. The measured charged-particle
multiplicity is accurate enough to distinguish among
most sets of event-generator tuning parameter values and
various models. The measured value at 7 TeV significantly
exceeds the prediction of 4.57 from PHOJET [9,10], and the
predictions of 3.99, 4.18, and 4.34 from the DW [17],
PROQ20 [18], and Perugia0 [19] tuning parameter values
of PYTHIA, respectively, while it is closer to the prediction
of 5.48 from the PYTHIA parameter set from Ref. [8] and to
the recent model predictions of 5.58 and 5.78 from
Refs. [20,21]. The measured excess of the number of
charged hadrons with respect to the event generators is
independent of ! and concentrated in the � � � 1 GeV� �
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� !� !%0 is shown in Fig. 5, which includes data from
various other experiments. The � � ch � � ! results reported
here show a rather steep increase between 0.9 and 7 TeV,
which is measured to be ½66� 1" 1� 0ðstatÞ " 4� 2ðsystÞ'%.
Using a somewhat different event selection, the ALICE
Collaboration has found a similar increase of ½57 � 6"
0� 4ðstatÞþ3� 6

)1� 8ðsystÞ'% [5]. The measured charged-particle
multiplicity is accurate enough to distinguish among
most sets of event-generator tuning parameter values and
various models. The measured value at 7 TeV significantly
exceeds the prediction of 4.57 from PHOJET [9,10], and the
predictions of 3.99, 4.18, and 4.34 from the DW [17],
PROQ20 [18], and Perugia0 [19] tuning parameter values
of PYTHIA, respectively, while it is closer to the prediction
of 5.48 from the PYTHIA parameter set from Ref. [8] and to
the recent model predictions of 5.58 and 5.78 from
Refs. [20,21]. The measured excess of the number of
charged hadrons with respect to the event generators is
independent of ! and concentrated in the � � � 1 GeV� �
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Figure 5: A comparison of �pT� versus n for |η| < 2.4 with two different PYTHIA models and
the PHOJET model at

√
s = 0.9, 2.36, and 7.0 TeV. Results for different energies are shifted for

reasons of clarity.
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Figure 3: The charged particle multiplicity distributions in KNO form at
√

s = 0.9 and 7.0 TeV
in two pseudorapidity intervals |η| < 2.4 (left) and |η| < 0.5 (right).

n
0 20 40 60 80 100 120 140 160 180

nP

-610

-510

-410

-310

-210

-110

1

10

210

310 CMS
PYTHIA D6T
PYTHIA 8
PHOJET

7 TeV (x10000)

2.36 TeV (x100)

0.9 TeV (x1)

| < 2.4!|
 > 0 

Tp

CMS Preliminary

n
0 20 40 60 80 100

nP

-610

-510

-410

-310

-210

-110

1

10

210

310 CMS
PYTHIA D6T
PYTHIA 8
PHOJET

7 TeV (x10000)

2.36 TeV (x100)

0.9 TeV (x1)

| < 2.4!|
 > 0.5 GeV/c

Tp

CMS Preliminary

Figure 4: The charged particle multiplicity distributions in |η| < 2.4 for pT > 0 (left) and
pT > 500 MeV/c (right), compared to two different PYTHIA models and the PHOJET model
at
√

s=0.9, 2.36, and 7.0 TeV. Results for different center-of-mass energies are scaled with a
multiplicative factor for clarity.

Monday, August 9, 2010



ATLAS Americas Meeting Greg Landsberg, Recent Results from CMS

Soft QCD
• Charged particle density in minimum-bias events increases 

faster with √s than the various tunes predict

26

ment follows this trend. The choice of the � ! � interval can
influence the average � � value by a few percent.
For � ! � � 0� 5, the average charged multiplicity density

is � � ch � � ! ¼ 5� 78" 0� 01ðstatÞ " 0 � 23ðsystÞ for NSD
events. The

ffiffiffi
	

�
dependence of the measured � � ch �

� !� !%0 is shown in Fig. 5, which includes data from
various other experiments. The � � ch � � ! results reported
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exceeds the prediction of 4.57 from PHOJET [9,10], and the
predictions of 3.99, 4.18, and 4.34 from the DW [17],
PROQ20 [18], and Perugia0 [19] tuning parameter values
of PYTHIA, respectively, while it is closer to the prediction
of 5.48 from the PYTHIA parameter set from Ref. [8] and to
the recent model predictions of 5.58 and 5.78 from
Refs. [20,21]. The measured excess of the number of
charged hadrons with respect to the event generators is
independent of ! and concentrated in the � � � 1 GeV� �
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Figure 9: Average pT for charged hadrons, K
0

S
, Λ0

and Ξ−, as a function of the center-of-mass

energy. The CMS measurements are for |y| < 2. Also shown are the most recent results from

UA5 (pp̄ for |y| < 2.5 at
√

s = 546 GeV and |y| < 3.5 at
√

s = 200, 900 GeV), E735 (pp̄ for
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Table 5: Comparison between PYTHIA D6T and data. In each column the first uncertainty

represents the statistical error, the second the systematics.

Particle

dN
dy |y=0(7 TeV)

dN
dy |y=0(0.9 TeV)

dN
dy |y=0(PYTHIA D6T)

dN
dy |y=0(Data)

Data PYTHIA D6T 0.9 TeV 7 TeV

K
0

S
1.71 ± 0.02 ± 0.20 1.41 0.87 ± 0.01 ± 0.07 0.72 ± 0.01 ± 0.06

Λ0
1.65 ± 0.04 ± 0.26 1.48 0.60 ± 0.01 ± 0.07 0.54 ± 0.01 ± 0.06

Ξ− 2.09 ± 0.09 ± 0.27 1.47 0.48 ± 0.05 ± 0.09 0.33 ± 0.02 ± 0.05
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Figure 5: A comparison of �pT� versus n for |η| < 2.4 with two different PYTHIA models and
the PHOJET model at

√
s = 0.9, 2.36, and 7.0 TeV. Results for different energies are shifted for

reasons of clarity.
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Figure 6: The evolution of the mean charge multiplicity with the centre-of-mass energy for
|η| < 2.4. Data from lower energy experiments for |η| < 2.5, NA22 [35], UA1 [7] and UA5 [40,
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10 7 Conclusion

Figure 3: The charged particle multiplicity distributions in KNO form at
√

s = 0.9 and 7.0 TeV
in two pseudorapidity intervals |η| < 2.4 (left) and |η| < 0.5 (right).
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Figure 7: Comparison between the unfolded measured spectra and the theory predictions for
calorimeter jets. For better visibility the spectra are multiplied by arbitrary factors (indicated
in the legend).
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Figure 9: Comparison between the unfolded measured spectra and the theory predictions for
particle-flow jets. For better visibility the spectra are multiplied by arbitrary factors (indicated
in the legend).
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Figure 13: The unfolded measured spectra in data plotted as the ratio of data to theory pre-
diction for particle-flow jets for (a) |y| < 0.5, (b) 0.5 < |y| < 1.0, (c) 1.0 < |y| < 1.5, (d)
1.5 < |y| < 2.0, (e) 2.0 < |y| < 2.5, and (f) 2.5 < |y| < 3.0. The experimental uncertainty
band corresponds to that of particle-flow jets and is plotted about the ansatz fit to the data from
particle-flow jets.
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Figure 13: The unfolded measured spectra in data plotted as the ratio of data to theory pre-
diction for particle-flow jets for (a) |y| < 0.5, (b) 0.5 < |y| < 1.0, (c) 1.0 < |y| < 1.5, (d)
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More Hard QCD
• Number of other measurements:

– Azimuthal decorrelations
– Ratio of 3 to 2 jets
– W+jets
– Jet shape, event shape

• Good agreement with NLO pQCD
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22 14 Associated production of hadronic jets

Figure 16: As a function of the inclusive jet multiplicity n, number of W → �ν events (� = e, µ)
containing n jets above threshold or more (top plots) and ratio N(W → �ν, ≥ n jets)/N(W →
�ν, ≥ (n − 1) jets) (bottom plots). Predictions obtained with PYTHIA (D6T [37]) and MAD-
GRAPH are shown, normalized to the NLO cross section from MCFM. On the left, the jet
ET threshold is 15 GeV; predictions obtained from PYTHIA with different tunes (P0 [38] and
ProPT0 [39]) are also shown. On the right, the jet ET threshold is 30 GeV. The error bars are
statistical only.
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Figure 17: Leading jet pT for jets in W → µν and W → eν events with MT > 50 GeV/c2. Jets
with ET > 10 GeV are considered.
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Figure 1: ∆ϕdijet distributions in different leading jet p
max

T
regions. The curves represent pre-

dictions from PYTHIA, HERWIG++, and MADGRAPH. Detector resolution effects on jet p
T

and

position have been included in the MC predictions at the generated particle level (GEN-SMR).

The data points include statistical (inner ticks) and systematic uncertainties.

6 5 Conclusions

value depends upon the pT and y cuts as well as the jet finding algorithm. The errors shown

are statistical. Two sources of systematic uncertainties have been considered, uncertainties

induced due to a change in the jet energy scale by ±10%, including a 2% relative uncertainty

per unit of η, and uncertainties due to the inexact description of the data shape by the MC.

These errors have been estimated to be less than 5% each and added in quadrature to give the

total systematic error shown in Fig. 3 (shaded). Shown also in Fig. 3 are predictions of PYTHIA

(dashed line) and MadGraph (solid line). The predictions of PYTHIA are higher than those of

MadGraph, however, both PYTHIA and MadGraph predictions are consistent with the data

after all systematic and statistical uncertanties have been included.
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Figure 3: The ratio R32 at hadron level from data (solid circles) compared with PYTHIA (dashed

line) and Madgraph (solid line). The shaded area indicates the size of the systematic error.

5 Conclusions
The ratio of the inclusive three-jet to two-jet cross sections with pT > 50 GeV and |y| < 2.5

has been measured in 7 TeV pp collisions with CMS as a function of total jet pT in the range

0.2 TeV < HT < 1 TeV using an integrated luminosity of 76 nb
−1

. The ratio plateaus at value of

about 0.8 in agreement with predictions of PYTHIA and MadGraph MC calculations.
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Figure 11: Measurements of inclusive cross sections from CMS and experiments at lower-

energy colliders. The solid symbols represent σ(W → �ν) × BF(W → �ν) and the hollow

symbols, σ(Z(γ∗) → �+�−)× BF(Z → �+�−).

The NNLO prediction for this ratio is 10.74± 0.04, in agreement with our measurement.

The cross section ratio of W+ and W− is given by

σ(W+)
σ(W−)

=
NW+

NW−

εW−

εW+

AW−

AW+

Results are combined between the charge and lepton channels by maximizing a likelihood

which accounts for the individual statistical and systematic uncertainties and their correlations.

The uncertainty from
A

W−
A

W+
is determined from MC generator studies to be 2%. The two differ-

ent decay channels are combined by assuming fully correlated uncertainty for the acceptance

factor, with other uncertainties assumed uncorrelated. This results in the measurements:

σ(pp → W
+ + X → µ+ν + X)/σ(pp → W

− + X → µ−ν + X) = 1.69± 0.12(stat.)± 0.04(syst.) ,

σ(pp → W
+ + X → e

+ν + X)/σ(pp → W
− + X → e

−ν + X) = 1.26
+0.10

−0.09
(stat.)± 0.05(syst.) ,

σ(pp → W
+ + X → �+ν + X)/σ(pp → W

− + X → �−ν + X) = 1.51
+0.08

−0.07
(stat.)± 0.04(syst.) .

The NNLO prediction is 1.43 ± 0.04. The combined result is in agreement with prediction,

however the individual results each differ at the two sigma level.

12 Lepton charge asymmetry
W+ and W− bosons are produced at different rates in pp collisions, due to the prevalence

of u quarks over d quarks. Precise information on the W charge asymmetry provides useful

constraints on parton distribution functions (PDFs). Current theoretical predictions using up-

to-date PDFs predict an asymmetry of approximately 0.2.
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Figure 14: Raw lepton charge asymmetry in three bins of |η|. Electron and muon results
are plotted together, and compared to the theoretical prediction. These results have not been
corrected for relative differences in �+ and �− acceptance.
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energy colliders. The solid symbols represent σ(W → �ν) × BF(W → �ν) and the hollow

symbols, σ(Z(γ∗) → �+�−)× BF(Z → �+�−).

The NNLO prediction for this ratio is 10.74± 0.04, in agreement with our measurement.

The cross section ratio of W+ and W− is given by

σ(W+)
σ(W−)

=
NW+

NW−

εW−

εW+

AW−

AW+

Results are combined between the charge and lepton channels by maximizing a likelihood

which accounts for the individual statistical and systematic uncertainties and their correlations.

The uncertainty from
A

W−
A

W+
is determined from MC generator studies to be 2%. The two differ-

ent decay channels are combined by assuming fully correlated uncertainty for the acceptance

factor, with other uncertainties assumed uncorrelated. This results in the measurements:

σ(pp → W
+ + X → µ+ν + X)/σ(pp → W

− + X → µ−ν + X) = 1.69± 0.12(stat.)± 0.04(syst.) ,

σ(pp → W
+ + X → e

+ν + X)/σ(pp → W
− + X → e

−ν + X) = 1.26
+0.10

−0.09
(stat.)± 0.05(syst.) ,

σ(pp → W
+ + X → �+ν + X)/σ(pp → W

− + X → �−ν + X) = 1.51
+0.08

−0.07
(stat.)± 0.04(syst.) .

The NNLO prediction is 1.43 ± 0.04. The combined result is in agreement with prediction,

however the individual results each differ at the two sigma level.

12 Lepton charge asymmetry
W+ and W− bosons are produced at different rates in pp collisions, due to the prevalence

of u quarks over d quarks. Precise information on the W charge asymmetry provides useful

constraints on parton distribution functions (PDFs). Current theoretical predictions using up-

to-date PDFs predict an asymmetry of approximately 0.2.
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Figure 14: Raw lepton charge asymmetry in three bins of |η|. Electron and muon results
are plotted together, and compared to the theoretical prediction. These results have not been
corrected for relative differences in �+ and �− acceptance.
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W/Z Physics
• Measurement of the W/Z cross 

section and asymmetry
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Figure 14: Raw lepton charge asymmetry in three bins of |η|. Electron and muon results
are plotted together, and compared to the theoretical prediction. These results have not been
corrected for relative differences in �+ and �− acceptance.

20 13 Di-muon forward-backward asymmetry

µµ
dimuon rapidity, y

-3 -2 -1 0 1 2 3

nu
m

be
r o

f e
ve

nt
s 

/ 0
.5

0

5

10

15

20 data
µµ !Z 

 = 7 TeVs

-1 dt = 198 nbL "

CMS preliminary 2010

)  [GeV]µµM(
40 60 80 100 120 140

FB
U

nc
or

re
ct

ed
 A

-1

-0.5

0

0.5
 data
POWHEG 

 = 7 TeVs

-1 dt = 198 nbL !

CMS preliminary 2010

Figure 15: Di-muon kinematic distributions and asymmetry, comparing data to the simulation.
Top left: di-muon transverse momentum. Top right: di-muon rapidity. Bottom left: cos θ∗CS.
Bottom right: AFB for three bins in di-muon mass.
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Z(ττ) Candidate
• Tau-reconstruction using particle flow techniques
• 10-2-10-3 τh mistag rate with 60-40% efficiency
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5 Appendix A. Event display
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Figure 5: Display of the Z → τ+τ− candidate event passing all selection criteria of the muon

plus tau jet final state observed in a dataset corresponding to an integrated luminosity of

70 nb
−1

, collected in pp collisions at a center–of–mass energy of
√

s = 7 TeV in 2010. Two

vertices are reconstructed in this event. The tracks of muon and tau jet candidate are compat-

ible with originating from the same vertex. The second vertex is interpreted as belonging to a

pile–up event, produced by another pp interaction in the same bunch–crossing.
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where Njets denotes the number of jets reconstructed in that bin. Jets considered in the fake–

rate measurement are required to have transverse momenta pjet
T

> 10 GeV/c and to be within

the geometrical acceptance of the tracking detectors, |η| < 2.5.

The fake–rates measured for the four tau identification algorithms are presented in Fig. 2. Also

shown in the figure are the efficiencies with which the algorithms identify genuine hadronic tau

decays, estimated using a sample of simulated Z → τ+τ− events. The efficiency is determined

for tau lepton hadronic decays into tau jets of visible transverse momentum pvis
T

> 10 GeV/c
and pseudo–rapidity |η| < 2.5, selected on generator level.
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Figure 2: Left: Measured probabilities of quark/gluon jets to pass the tau candidate selection

criteria of the TCTau (black stars), shrinking cone (red squares), HPS (brown downward facing

triangles) and TaNC (blue upward facing triangles) tau identification algorithms as function of

jet pT (a) and η (c). Right: Efficiencies of the algorithms to identify genuine tau lepton hadronic

decays as function of transverse momentum (b) and pseudo–rapidity (d) of the visible tau

decay products on generator level, estimated using a sample of simulated Z → τ+τ− events.

The simple cone based algorithms have very similar fake–rates and efficiencies. Averaged over
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• 10-2-10-3 τh mistag rate with 60-40% efficiency

30

7

5 Appendix A. Event display

� �

�
� � �

� � � �
� � �

� � �

�
� � �

�
� � �

� � �

� � �
	
� 
 � � � � 
 � � � � � � � � �

� � � �
�
	
� 
 � � � � � � � � � � � � � � � � � � � 
 � � � � 
 � � � � � � �

�
	
� � � � � 	 � � 
 � � � � � � � � �

Figure 5: Display of the Z → τ+τ− candidate event passing all selection criteria of the muon

plus tau jet final state observed in a dataset corresponding to an integrated luminosity of

70 nb
−1

, collected in pp collisions at a center–of–mass energy of
√

s = 7 TeV in 2010. Two

vertices are reconstructed in this event. The tracks of muon and tau jet candidate are compat-

ible with originating from the same vertex. The second vertex is interpreted as belonging to a

pile–up event, produced by another pp interaction in the same bunch–crossing.

References
[1] CMS Collaboration, “CMS technical design report, volume II: Physics performance”, J.

Phys. G34 (2007) 995–1579. doi:10.1088/0954-3899/34/6/S01.

[2] CMS Collaboration, “The CMS experiment at the CERN LHC”, JINST 0803 (2008) S08004.

doi:10.1088/1748-0221/3/08/S08004.

[3] CMS Collaboration, “Performance of muon identification in pp collisions at
√

s = 7 TeV”,

CMS PAS MUO-10-002 (2010).

[4] CMS Collaboration, “CMS technical design report, volume II: Physics performance”, J.
Phys. G34 (2007) 995–1579. doi:10.1088/0954-3899/34/6/S01.

[5] CMS Collaboration, “Particle-Flow Event Reconstruction in CMS and Performance for

Jets, Taus, and Missing ET”, CMS PAS PFT-09-001 (2009).

[6] CMS Collaboration, “CMS strategies for tau reconstruction and identification using

particle-flow techniques”, CMS PAS PFT-08-001 (2008).

5

(a) (b)

(c)

 [GeV/c]TJet P
0 10 20 30 40 50 60 70 80 90 100

Fa
ke

 R
at

e

-410

-310

-210

-110

1

CMS Preliminary
-1L = 8.4nb

 = 7 TeVs
| < 2.5!|

TaNC

TaNC 1.00% Data
TaNC 1.00% Simulation
TaNC 0.50% Data
TaNC 0.50% Simulation
TaNC 0.25% Data
TaNC 0.25% Simulation

(d)

Figure 3: Probabilities for quark/gluon jets to pass the tau candidate selection criteria of the

TCTau (a), shrinking cone (b), HPS (c) and TaNC (d) tau identification algorithms as function of

jet pT. Fake–rates measured in data are represented by solid symbols and compared to Monte

Carlo predictions, represented by open symbols. In case of the HPS and TaNC algorithms,

the fake–rates measured for loose, medium and tight “working–point” selection criteria are

represented by markers of different colors.

3

where Njets denotes the number of jets reconstructed in that bin. Jets considered in the fake–

rate measurement are required to have transverse momenta pjet
T

> 10 GeV/c and to be within

the geometrical acceptance of the tracking detectors, |η| < 2.5.

The fake–rates measured for the four tau identification algorithms are presented in Fig. 2. Also

shown in the figure are the efficiencies with which the algorithms identify genuine hadronic tau

decays, estimated using a sample of simulated Z → τ+τ− events. The efficiency is determined

for tau lepton hadronic decays into tau jets of visible transverse momentum pvis
T

> 10 GeV/c
and pseudo–rapidity |η| < 2.5, selected on generator level.
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The simple cone based algorithms have very similar fake–rates and efficiencies. Averaged over
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1 Introduction
Tau leptons are expected to play a significant role in discovering new physics phenomena at
LHC [1]. Many physics analyses are expected to benefit from an efficient reconstruction of
tau leptons which should be complemented by a good performance in rejecting possible back-
ground contaminations.

In about two thirds of cases tau leptons decay hadronically, typically into either one or three
charged mesons (predominantly π+, π−) in presence of up to two neutral pions, decaying via
π0 → γγ. Similar signature is expected for generic, quark and gluon, QCD jets production.
Since the cross–section of jet production exceeds the cross–section of tau lepton production
by several orders of magnitude, the experimental challenge in reconstructing and identifying
hadronic tau decays is to discriminate efficiently between genuine tau lepton hadronic decays
(tau jets) and quark/gluon jets misreconstructed as tau candidates.

The pp collision data collected with the CMS experiment [2] so far are expected to contain very
few tau leptons. A dataset corresponding to an integrated luminosity of 70 nb−1, collected in
pp collisions at a center–of–mass energy of

√
s = 7 TeV in 2010 can be used to test the level of

agreement between data and Monte Carlo (MC) simulation for events containing tau jet candi-
dates. As an example, Z → τ+τ− candidates in the muon plus tau jet final state are selected by
requiring the presence of a global muon [3] and a tau jet reconstructed as described in Section 2.
No isolation is applied, for both the muon and tau jet candidate, to enhance the contributions
of W± → µ±ν and QCD multi–jet background processes. Distributions of the transverse mass
MT(µ, MET) and of the visible mass of muon plus tau jet for events selected in the analyzed
dataset are compared to MC predictions in Fig. 1. The visible mass distributions for events
containing muon and tau jet candidates of like–sign (LS) and opposite–sign (OS) charge match
within statistical uncertainties, in agreement with the expectation for a background dominated
event sample. When tight isolation cuts are applied on muon and tau jet candidate, a single
event remains in data, with expected Z → τ+τ− purity of 75%. A display of this event is shown
in the appendix.
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Figure 1: Distributions of the transverse mass of muon plus MET (a) and of the muon plus
tau jet visible mass (b). Comparison of the muon plus tau jet visible mass distributions for
events containing a muon plus tau jet candidate pair of like–sign (LS) versus opposite–sign
(OS) charge (c).

The number of tau leptons present in the pp collision data collected so far is not sufficient for
a measurement of tau identification efficiencies. Instead, the focus of the results presented in
the following will be to measure the probabilities (“fake–rates”) with which generic QCD jets
pass the selection criteria of four tau identification algorithms. The measurement of fake–rates
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Searches in Dijets
• Strong s-channel production of colored objects at high 

mass has huge advantage at the LHC w.r.t. the Tevatron, 
particularly in the gg-fusion channel

• Can exceed the Tevatron sensitivity even with a fraction of 
pb-1 of 7 TeV data

• Examples: generic compositeness, excited quarks, 
diquarks, colorons, axigluons, string resonances, etc.

• Weakly produced s-channel objects can also be probed, 
but with higher luminosity (W’/Z’, GKK, etc.)

• Three ways of looking for these objects:
– Bump search in the dijet spectrum;
– Dijet centrality ratio, with fine mass binning;
– Dijet angular distribution, with coarse mass binning

• At CMS we pursue all three type of searches

32
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Dijet Bump Hunt
• Parameterize spectrum with a smooth, 3-parameter 

fit function and look for bumps; none found
• Proceed with setting limits, including systematics 

(10% JES uncertainty is the dominant effect)
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Dijet Bump Hunt
• Parameterize spectrum with a smooth, 3-parameter 

fit function and look for bumps; none found
• Proceed with setting limits, including systematics 

(10% JES uncertainty is the dominant effect)
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Dijet Resonance Limits
• Most stringent limits on string resonances 

(M < 1.67 TeV @95% CL)
– Estimated Tevatron sensitivity is 1.4 TeV

• Limits on excited quarks: 0.59 TeV 
– Current Tevatron limit: 0.87 TeV
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Dijet Angular Distributions
• Either use centrality, i.e. the 

ratio of the number of events 
with both jets within |η| < 0.7 
to that with both jets within 
0.7 < |η| < 1.3, or the χ
variable
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• Complementarity of the two 
approaches: ratio uses coarse 
angular bins but fine mass bins; 
χ uses much finer angular info, 
but coarse mass bins
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Dijet Angular Distributions
• Either use centrality, i.e. the 

ratio of the number of events 
with both jets within |η| < 0.7 
to that with both jets within 
0.7 < |η| < 1.3, or the χ
variable
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Dijet Angular Distributions
• Either use centrality, i.e. the 

ratio of the number of events 
with both jets within |η| < 0.7 
to that with both jets within 
0.7 < |η| < 1.3, or the χ
variable
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Limits on Compositeness
• Uses likelihood ratio technique 

with systematics incorporated in 
the likelihood function to set limits
– Uncertainties dominated by JES

• ΛLL > 1.9 TeV @ 95% CL (1.5 TeV 
expected) w/ 120 nb-1 of data
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Figure 14: The discovery potential for quark compositeness from (left) the dijet ratio and (right) dijet angular

distribution analysis. The two lines on the left-hand plot show the effect of systematic uncertainties on the limit

(black – with systematics; red – without it); also shown a ±1σ band on the expected limit with the systematics

included. The shaded bands on the right-hand plot shows the sensitivity of the expected limit to the overall ±10%
jet energy scale uncertainty (red band) and additional relative jet energy scale uncertainty of ±2% linearly per unit

of |η| (gray band).

to that from the invariant mass spectrum analysis.

Finally, we present the sensitivity of a new search for quark compositeness based on dijet angular distributions,

inspired by a Tevatron analysis [34]. Jets with rapidity |y| < 2.5 are used in this analysis. The contributions

from the contact interaction terms have only been calculated to LO, whereas the QCD predictions for the angular

distributions are known up to NLO [33]. The theoretical prediction used in this sensitivity study is constructed by

multiplying the LO calculations for contact interactions bin-by-bin by the QCD k−factors (k = σNLO/σLO
). A

hypothesis test was performed using the quark contact interaction plus QCD as the null hypothesis to define the

exclusion on the compositeness scale Λ at the 95% CL shown in Fig. 14 (right pane) as a function of the integrated

luminosity. The effect of the jet energy scale uncertainties on the expected limit is demonstrated with the shaded

bands. With a luminosity of ∼ 2 pb
−1

we expect to reach the sensitivity beyond the current Tevatron limit

The expected limit on contact interactions from the dijet angular analysis shown in Fig 14 (right), is higher that

that from the dijet centrality ratio, shown in Fig 14 (left). The angular distribution uses more complete angular

information and also has higher |η| coverage. It requires coarse mass bins to integrate large statistics in order to

measure a few dijet angular distributions. The dijet centrality ratio uses less angular information and a simple

detector variable η. It uses jets well contained in the barrel calorimeter and produces a single number per mass bin.

This allows for fine binning in the dijet mass, which makes it also sensitive to narrow dijet resonances. While the

angular distribution should provide the ultimate sensitivity to contact interactions, we expect the first limits and/or

a hint for new physics to come first from the simpler dijet centrality ratio analysis.

All in all, our scaling exercise demonstrates that the discovery of certain Exotica particles is still possible with

∼ 100 pb
−1

of 7 TeV data. For most of the channels studied, running the machine at lower energy requires about 3

(10) times more data to exceed current sensitivity compared to that in a 10 (14) TeV run. The two exceptions are the

searches for large extra dimensions via virtual graviton exchange [4], where approximately 8 times the luminosity

is needed at 7 TeV, and the search for stopped gluinos [12], where an instantaneous luminosity of∼ 1032
cm
−2

s
−1

is essential to go beyond the Tevatron limits.

3 Sensitivity of CMS Supersymmetry Searches at
√

s = 7 TeV
CMS will perform a broad range of searches for supersymmetric (SUSY) particles [35]. The initial searches

will be performed in a variety of inclusive final states involving jets, leptons, photons, and missing tranverse

momentum (pmiss
T

). Backgrounds will be determined using data-driven methods whenever possible, with multiple

methods for crosschecks. We focus here on the estimated sensitivities of searches in two key final states: the

10

2-4 pb-1 is 
needed to 
exceed the 
Tevatron limit 
of 2.8 TeV
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Search for Long-Lived Particles
• Predicted in many extensions of the SM: SUSY, 

hidden valley, etc.
• Two type of searches pursued with early data:

– Massive charged long-lived particles leaving highly 
ionizing tracks in the tracker (and the muon system)

– Long-lived strongly interacting particles stopping in the 
detector and decaying out-of-time with the collisions

• Excellent dE/dx resolution of the CMS detector as 
well as thick calorimeters allow us to pursue these 
analyses very rapidly

• Complicated LHC beam structure with a number of 
gaps in the bunch sequence allows for a large 
coverage in terms of stopped particle lifetime

37
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Heavy Stable Charged Particles
• Tracker-only (gluinos/stops) and tracker

+muon (staus)analyses
• Background prediction is data-driven, 

based on low-momentum tracks 
• Mass estimated from dE/dx and p
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Figure 5: Left: Distribution of the reconstructed p and Ih for all tracks passing the pre-selection

and matched to HSCP particles in the t̃1 MC samples. The curves Ih = Km2
/p2 + C, for the

5 nominal values of the t̃1 mass, are also drawn. Right: reconstructed mass spectra for these

tracks.

7 Background Determination and Search Optimization

The search is performed as a counting experiment in the mass range of 75 to 1200 GeV/c2
to

allow sensitivity to HSCP masses as low as 100 GeV/c2
. For the tracker plus muon identification

analysis, which is geared toward the detection of lepton-like HSCPs, the 100 GeV/c2 τ̃1 signal

is used for the optimization, while the 200 GeV/c2 g̃ signal is used to optimize the tracker-only

analysis.

The estimation of the background is performed by exploiting the absence of correlation be-

tween the pT and dE/dx measurements. Figure 6 shows the distributions of Ias for data for a

control sample composed of candidates with 7.5 < pT < 20 GeV/c and a signal-like sample

composed of candidates with pT > 20 GeV/c. The results obtained for both the tracker-plus-

muon and tracker-only candidates are presented. In both cases, the control and signal-like

distributions are normalized to unity to allow the shapes to be compared. Good agreement is

observed between the two distributions, which indicates that the assumption of lack of corre-

lation between momentum and dE/dx is correct to a good approximation.

A data-driven method that exploits this lack of correlation is therefore employed to estimate

the background from MIPs. An estimate of the absolute number of background events pass-

ing the selection applied to the i
th

subsample is obtained as Di = BiCi/Ai, where Ai is the

number of tracks in the ith
subsample that pass neither the Ias threshold nor the pT one chosen

for that subsample, Bi (Ci) is the number of tracks that pass only the Ias (pT) threshold, and

Di is the number of tracks that pass both thresholds. By using the mass measurement, this

data-driven method is extended to predict the mass spectrum of the background candidates

that pass both thresholds. The expected number of retained background events in the search

region as predicted by the data-driven technique is computed as a function of the selection,

which is defined by the two background efficiency values, common to all subsamples, obtain-

able with the pT and the Ias selection alone, respectively. These background efficiency values

are referred to as �I and �pT
, respectively. The choice of the selection is, however, also driven

by the knowledge of a possible systematic uncertainty on the background estimation. The

systematic uncertainty on the expected background in the signal region is estimated by com-

paring observation and prediction in a control region of the mass spectrum that corresponds to

masses smaller than 75 GeV/c2
, following the procedure outlined below. All possible different
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Stopped Gluinos
• Designed and commissioned 

special no-beam trigger using BPTX 
in anti-coincidence

• Routinely run after the end of the fill 
to get sensitivity to log lifetimes

• Already extends the Tevatron 
exclusion toward shorter lifetime!
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Stopped Gluinos
• Designed and commissioned 

special no-beam trigger using BPTX 
in anti-coincidence

• Routinely run after the end of the fill 
to get sensitivity to log lifetimes

• Already extends the Tevatron 
exclusion toward shorter lifetime!
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Future Sensitivity
• Very high potential for both analyses
• HSCP search should supersede the Tevatron limit on stop of 

250 GeV and on gluinos of ~350 GeV with  just 2-3 pb-1 of data
• Stopped gluino analysis already probes new territory and will 

expand it considerably with just days of high-luminosity running
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Toward SUSY Searches
• Searches for SUSY are gearing up and will be pursued with 10-100 pb-1
• Current focus on MET commissioning and data-driven background 

estimates
• The jet-only search using αT variable is promising as well
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2.1 Suppressing QCD background in SUSY searches with αT 3

We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT

, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and

MT is the transverse mass of the di-jet system, defined as MT =
�

2pT1 pT2(1− cos ∆φ). In this

formulation, the jets are regarded as massless objects, and the momentum component along the

beam (z) direction is ignored (hence the notation MT). Then αT =
�

pT2/pT1/
�

2(1− cos ∆φ).

For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding

MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have

αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is

mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the

lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent

di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,

is largely confined to the region αT < 0.5, with a large tail extending below and a smaller

tail extending above this value. In contrast, the αT distributions of events from SUSY models

and other SM backgrounds, extend to well above this value. These observations also hold for

muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting

of two pseudo-jets and generalize the quantities

HT = pT1 + pT2 → HT = ∑
jets j

pTj

∆HT = pT1 − pT2 → ∆HT = pTpseudojet 1 − pTpseudojet 2 (2)

and define the missing HT as

MHT ≡ | ∑
jets j

−�pTj|, (3)

where the quantity within the absolute values also describes a direction in the transverse plane.

MHT is closely analogous to MET but is based only on the transverse energy clustered into jets

(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.

We specify a unique configuration by minimizing ∆HT over the possible partitions. While

this quantity still involves the scalar difference between the pT values of the two pseudo-jets,

the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual

contributions of actual jets to each pseudo-jet. In terms of these quantities, αT for a di-jet system

in Eq. 1 can be written

αT =
1

2

HT − ∆HT

MT

→ αT =
1

2

HT − ∆HT�
H2

T
− (MHT)2

. (4)

The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite

similar to that of Eq. 1 for a di-jet event.
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tail extending above this value. In contrast, the αT distributions of events from SUSY models
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this quantity still involves the scalar difference between the pT values of the two pseudo-jets,
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in Eq. 1 can be written
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The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite

similar to that of Eq. 1 for a di-jet event.
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Toward SUSY Searches
• Searches for SUSY are gearing up and will be pursued with 10-100 pb-1
• Current focus on MET commissioning and data-driven background 

estimates
• The jet-only search using αT variable is promising as well
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We first consider a di-jet system, the application for which αT was first developed, and define
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is largely confined to the region αT < 0.5, with a large tail extending below and a smaller

tail extending above this value. In contrast, the αT distributions of events from SUSY models

and other SM backgrounds, extend to well above this value. These observations also hold for

muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting

of two pseudo-jets and generalize the quantities
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MHT is closely analogous to MET but is based only on the transverse energy clustered into jets

(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.

We specify a unique configuration by minimizing ∆HT over the possible partitions. While

this quantity still involves the scalar difference between the pT values of the two pseudo-jets,
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2.1 Suppressing QCD background in SUSY searches with αT 3

We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT

, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and

MT is the transverse mass of the di-jet system, defined as MT =
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2pT1 pT2(1− cos ∆φ). In this

formulation, the jets are regarded as massless objects, and the momentum component along the

beam (z) direction is ignored (hence the notation MT). Then αT =
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2(1− cos ∆φ).

For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding

MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have

αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is

mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the

lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent

di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,
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tail extending above this value. In contrast, the αT distributions of events from SUSY models

and other SM backgrounds, extend to well above this value. These observations also hold for
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MHT is closely analogous to MET but is based only on the transverse energy clustered into jets

(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.

We specify a unique configuration by minimizing ∆HT over the possible partitions. While
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the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual
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Topping it Off
• e/µ+jets channel: benefits from excellent b-tagging 

performance
• Dilepton channel - already low background, made negligible 

by addition of b-tagging
• Golden µµ candidate with 2 b-tags; top-like distribution in Njet

in the lepton+jets channel
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Top Candidates
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Higgs at CMS
• An observation of (Peter) Higgs by the CMS Detector
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Conclusions
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• First CMS 7 TeV paper is published: PRL105, 

022002 (2010); more to follow
• Impressive number of new results this summer, 

particularly at ICHEP 2010
• Exciting discoveries can happen as early as this 

year, and by the end of the next year a lot of still 
uncharted territory will be mapped

• This is just the beginning: the LHC will deliver 
beautiful physics for the entire decade and we 
are there to catch it!
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The Future is Bright!
Thank You!

Monday, August 9, 2010




