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TiPp 2011
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Computing Services

16 Million channels

3 Gigacell buffers
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Energy Tracks

: 1 MB EVENT DATA

i 200 GB buffers

~ 400 Readout
memories

EVENT BUILDER.

A large switching network (400+400
ports) with total throughput ~ 400Gbit/s
forms the interconnection between the
sources (deep buffers) and the
destinations (buffers before farm
CPUs).

~ 400 CPU farms
EVENT FILTER.

A set of high performance commercial
processors organized into many farms
convenient for on-line and off-line

applications. 5 TeraIPS
Petabyte ARCHIVE

“““““““

Challenges™:

1 GHz of Input
Interactions

Beam-crossing
every 25 ns with ~
23 interactions
produces over 1
MB of data

Archival Storage at
about 300 Hz of 1
MB events

*At L=10%* now at 1033
with 50 ns bunch spacing

Wesley Smith, U. Wisconsin June 14, 2011

Trigger & DAQ - 2



TiPp 2011 - oA 0
) Challenges: Pile-up -

= “In-time” pile-up: particles from the same crossing but
from a different pp interaction

Long detector
response/pulse shapes:
+ “Out-of-time” pile-up: left-over
signals from interactions in
previous crossings

¢+ Need “bunch-crossing
identification” _

/x\g Super—
In-time :
pulse ::> N

impose /| N §M
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Challe f Flight @

WISCONSIN

MADISON

c=30cm/ns - in25ns,s= 7.5m

Muon Detectors Electromagnetic Calorimeters

/ \ \ \

Solepoid

Forward Calorimeters

End Cap Toroid

Barrel Toroid Inner Detector “' Shielding

Hadronic Calorimeters
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Ix20n  challenges: Level-1 Latency W

AAAAAA

~ 1 ps:

Local level-1 Global | Processing &
Primitive e, g, jets, y Trigger | Decision Logic
S |

e e e

—"—'=——

<1 ps:
On-detector
processing &

cables to
- 40 MHz Clock
underground - Level-1 Accept
control room - Controls
| : <1 ps:
Trigger Front-End Digitizer Cables back to
Primitive Generator 1T detector in hall &

distribution to
detector front-ends

Pipeline delay ( = 3 us)

Accept/Reject LV-1
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TiPp 201 HEP tools for high rate W,
nalladls experiments: uyTCA Wisconsin

* Advanced Telecommunications
Computing Architecture ATCA T -, g

Typical MicroTCA Crate with 12 AMC slots
« MTCA Derived from AMC std.
 Advanced Mezzanine Card
 Up to 12 AMC slots
* Processing modules
1 or 2 MCH slots
* Controller Modules

« 6 standard 10Gb/s point-to

-point links from each Modules  AMC slots

slot to hub slots (more

aRVZIIabdle) | Single Module (shown): 75 x 180 mm
* Jedundant power, controls, Double Module: 150 x 180mm

=

« Each AMC can have in principle
(20) 10 Gb/sec ports

- Backplane customization is
routine & inexpensive

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 6



Tifp 20m FPGASs: Logic Cells @

nalants B

First First 28nm
28nm ES Production

Loglc Cells

" Ir.
28nm Early
Access Program | > .
- ) =
Next generation 28 nm: 080K
> 2% capacity gains over 40nm devices
00K 760K
Family Capacity Range 10K
Artix-7 20K — 355K LCs
410K
Kintex-7 30K — 410K LCs 0KY sac = RN
Virtex-7 285K — 2,000K LCs v S parkan-& ..5_'.:
200K : 150K £
& XILINX. . _I

l 65nm I | 40:'45nm| 2%nm
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Titp 201 FPGAs: Transceivers @

* WISCONSIN

£ XILINX.

New 7-Series Family

= Challenge:
— Increase device BW
— Noincrease in total device power Virtex™-7 X
— XCVR gains from scaling: negligible 13.1
. v GTH Gbps
= Solution: R
— Careful circuit design throughout XCVR (131b;1)2 GTH f’
— Increased Gbps / XCVR 1%&155
— More XCVR / Device .
&’ Kintex™.-7 &
— Low power mode for short channels ," Vitex™-7 T

— Lanes share a PLL vs PLL per lane s

= Result:
— 60% Increased max device BW

66 (...

Virtex-6

— Device XCVR power unchanged

3.75
l
IO | 5 g o -

Artix™-7

Transceiver Rate (Gbps)

Max Rate (Gbps) 3.75 103125 131
Relative Power (Per GT) .35x X 1% -
Max GTs per Device 4 56 72 -

6 Series 7 Series
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TiPp 201 Challenges: Firmware m

MMMMMMM

r an Experiment’s Firmware

* Local repositories vs. Global repository
» Large volume of experiment firmware
Version Control

» Variety of Methods used (CVS, SVN...)
Documentation

* No standard method for documenting code or keeping up to date
Verification & Testing

- HDL & SW driven test-benches for simulation

 Hardware testing requires test systems emulating experiment environment.
Obsolescence of OS, HW & SW environments for compiling FW

« Older versions of tools become obsolete or no longer su,_gBorted, latforms
become obsolete, but may be required to program older FPGAs, NMay not be able
to port older FW to newer FPGAs, licensing issues.

Individual Firmware Designers
 FW designed by one person, maybe only one who understands design
Experiments typically have wide variety of devices, tools, platforms

+ Difficult for engineers to collaborate on/assist each others designs
 Complicates M&O

Techniques for validating downloaded FW

» Test before downloading & check that was downloaded properly
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TiPp 2011

*

ATLAS Three Level Trigger
Architecture

Interaction rate
~1 GHz [ CALO MUON TRACKING
Bunch crossing
rate 40 MHz
Pipeline
'ILFHEEEGLEL mgfnnries
2.5 —kH
: 75 (100
s (100) kHz
Derandomizers
; Readout drivers
Regions of Interest (RODs)
LEVEL 2 % Read out buffers
~10 ms IBIGGER (ROBs)
~ 1 kHz ?

Event builder

~ gsec. EVENT FILTER
~ 100 Hz

@

O

Data recording

Full-event buffers
and
processor sub-farms

MMMMMMM

LVL1 decision made with
calorimeter data with coarse
granularity and muon trigger
chamber data.

- Buffering on detector

LVL2 uses Region of Interest

data (ca. 2%) with full

granularity and combines
information from all detectors;
performs fast rejection.

- Buffering in ROBs

EventFilter refines the
selection, can perform event
reconstruction at full
granularity using latest
alignment and calibration data.

- Buffering in EB & EF
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TiPp 2011
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CMS Trigger & DAQ
Overall Trigger & DAQ Architecture: 2 Levels

TTTTTTTTTTTTTT

llllllll

Level 1 Detector Front-Ends
Level-1 Trigger: = O —
¢ 25 ns |nput T . H Systems
Control
§<1; ° 3'2 l’ls Iatency Mgﬁﬁgter |><1 Builder Network 100 GB/s M%acili;c;r
>__Calorimeters: Muon Sysfems: “
: : 1 P : : : Filter
A ((HF ) (Heal) (Ecalll (ree L csc)(or | = EEEE L Jsimer
—J | energy energy energy hits hits i Computing Services
¥ N\ ‘ .
trigger a— Interaction rate: 1 GHz
primitive . )
dat Regional find find ,
| cal Trigger | Patem) \—r—A&—— Bunch Crossing rate: 40 MHz
we || T/
regions . wgs
& mip vack | vacx | Level 1 Output: 100 kHz (50 initial)
Global bits finder finder
nput Y "~ - _ 7 7 Output to Storage: 100 Hz
_ 3 Global Muon Trigger ) _
o | Average Event Size: 1 MB
"{Glubal Trigger TTC System L%EE%%L
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LHCb Trigger & DAQ @

WISCONSIN

MADISON

Level 0: Hardware

Both Software Levels run on
commercial PCs

Level-1:
- 48kB @ 1.1 MHz

» uses reduced data set: only
part of the sub-detectors
(mostly Vertex-detector and
some tracking) with limited-
precision data

« reduces event rate from 1.1
MHz to 40 kHz, by selecting
events with displaced
secondary vertices

# interactions |

Per Cl'OSSQ‘!g F::_:J«—P_::I: |

Calorimeter Trigger

(8]

'—il le, . lntl:l_\'.\'cal ']IE’._}l\'.\lﬁul . =
1 hadron, X E =EIEENEEE] = HEHE =i~ . .
SPD—multiplicity ljaa_ *EEICEEE ﬂiaa— SHEH ngh Level Trlgger (HLT)

JHEEEEEE HESH/SEEHER jl;ll]]] - 38 kB @ 40 kHz

3 CPUfam LU & HLT - uses all detector information

’ Level O o Storage * reduces event rate from 40

‘L 2 =2E funit Jorer kHz to 200 Hz for permanent
To FE

buffers: 160 events 717”“‘”‘&‘1(&}:“5—4[ Control buffers: 58254 events Storage
40 MHz— LEVEL—0—1 MH=z LEVEL—1— 40 kHz=z HL'T— 200 Hz

Muon Trigger

r
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« different groups of detectors (clusters) are reading out different events at same time
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e 2o REquirements for LHC phases
uakeats Of the upgrades: ~2010-2020 viscouwsi
Phase 1:

« Goal of extended running in second half of the decade to
collect ~100s/fb

« 80% of this luminosity in the last three years of this decade

« About half the luminosity would be delivered at luminosities
above the original LHC design luminosity

« Trigger & DAQ systems should be able to operate with a
peak luminosity of up to 2 x 1034

Phase 2: High Lumi LHC

« Continued operation of the LHC beyond a few 100/fb will
require substantial modification of detector elements

 The goal is to achieve 3000/fb in phase 2
* Need to be able to integrate ~300/fb-yr
« Will require new tracking detectors for ATLAS & CMS

« Trigger & DAQ systems should be able to operate with a
peak luminosity of up to 5 x 1034
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TiPPI 21 CMS Upgrade Trigger Strategy @

........

Constraints
e Output rate at 100 kHz
 Input rate increases x2/x10 (Phase 1/Phase 2) over LHC design (1034)
« Same X2 if crossing freq/2, e.g. 25 ns spacing — 50 ns at 1034
 Number of interactions in a crossing (Pileup) goes up by x4/x20
 Thresholds remain ~ same as physics interest does

Exza(ﬂgle): strategy for Phase 1 Calorimeter Trigger (operating
+):
* Present L1 algorithms inadequate above 1034 or 1034 w/ 50 ns spacing
* Pileup degrades object isolation
* More sophisticated clustering & isolation deal w/more busy events
* Process with full granularity of calorimeter trigger information

* Should suffice for x2 reduction in rate as shown with initial L1 Trigger
studies & CMS HLT studies with L2 algorithms

Potential new handles at L1 needed for x10 (Phase 2: 2020+)
* Tracking to eliminate fakes, use track isolation.

* Vertexing to ensure that multiple trigger objects come from same
interaction

* Requires finer position resolution for calorimeter trigger objects for
matching (provided by use of full granularity cal. trig. info.)
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mwou CMS Phase 1 Upgrade Cal. @
sakeats Trigger Algorithm Develoym

» Particle Cluster Finder
» Applies tower thresholds to Calorimeter
» Creates overlapped 2x2 clusters

- Cluster Overlap Filter R
* Removes overlap between clusters N
- Identifies local maxima | N ely
* Prunes low energy clusters HCAL

» Cluster Isolation and Particle ID
« Applied to local maxima

» Calculates isolation deposits around 2x2,2x3
clusters N

» ldentifies particles
« Jet reconstruction | T
» Applied on filtered clusters n HCAL
* Groups clusters to jets
» Particle Sorter
» Sorts particles & outputs the most energetic ones T
« MET,HT,MHT Calculation
» Calculates Et Sums, Missing Et from clusters S

An x Ap=0.087x0. 087

1vO4

1vO3

©
jet

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 16



meoou Cal Trig. Efficiencies & Rates  (f)

ﬂhﬁ

(CMS Phase 1 Upgrade)

Current
FPGA
technologies
allow

160

(kHz)

140

120

Rate
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A B I I

100 —

CD

..............................

80

sophisticate®

LA L . L L L L L LS |

Isolated Electrons
_o Upgrade
—~» Existing

.........................................................................................................................

cluster

algorithms at
Lvi-1 which :
permit fine %2

60

tuning of

P A B P PR WPl . o e e . =
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1 i
0.9
0.8
0.7
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0.3
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pileup events o
per crossing .
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ERRRrE

i LT | LI FI IIlI 1 LI | 11 III 1T |IIlllII“EI:III”IIIlljl:nlnlnlnllI L

CMS Preliminary

Isolated Electrons ||
_o Upgrade
—» Existing

0 20
efficiency

A I P
70 80 90 100
Threshold (GeV)

Efficiency

QCD Rate (kHz)

THE UNIVERSITY

WISCONSIN

CMS Preliminary

A"
9]
o
o

2000}
1500}
1000}

500F

|||||||||||

_o. Upgrade

a0 45 50
Threshold (GeV)

35

70 80 90 100
Threshold (GeV)
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mwou CMS Cal. Trig. Threshold W,
makeats Table for 2E34 (v. preliminary!)  wiscoun

Desired trigger thresholds for single, double object
triggers and corresponding rates
« Threshold limiting physics is for higgs studies
« 30-40 GeV thresholds to trigger on W, Z (assoc. or decay)
« Tau and b-jets play a role, especially MSSM

* For now, thresholds for double triggers defined as half of the
single object threshold

 max total L1 rate is 100 kHz from all triggers (e.g. muon)

Type Threshold | Upgrade Present |80% Eff. Point (isoEG)
Trigger rate | Trigger rate 75% Eff. Point
(isoTau)
iISOEG (single) 30 GeV 8 kHz 28 kHz 37 GeV
isoEG (double) 15 GeV 2 kHz 12 kHz 20 GeV
isoTau (single) 60 GeV 23 kHz 29 kHz 85 GeV
isoTau (double) 30 GeV 5 kHz 29 kHz 45 GeV

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 18



mou CMS Upgrade Level-1 Trigger ()
ety Architectures Vischna

MMMMMMM

Fully Pipelined:
Compact Calorimeter Trigger

L1 decision I I
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TiPp 2011

CMS Upgrade Compact @
wba: Calorimeter Trigger Architecture viscowsn

x21 Input Processors
x81, x24¢ Regions

ECAL Tower
Energy (8bit)
Info (1bit)

HCAL Tower
Energy (8bit)
Info (1bit)

ag

\ Process /

4

Tower
Energy (9bit)
Veto (1bit)

x21 Region Processors

x10n, x26¢

4

\, Process /
a

Region results: (e.g.
Top e/gamma/taus,

4x4 superclusters w/

72 tower res, ECAL Et)

X2 - x5 Summary Cards

Sort Elecs & Taus
Build & Sort Jets

4

\. Process /
a

Flexibility exists to run different summary cards in
parallel to optimise elec/tau, jet or energy sum path.

x& Jets x& Elecs/Taus

|

To Global Trigger
Energy Sums,
Jets, Elecs & Taus

Wesley Smith, U. Wisconsin June 14, 2011
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TiPp 2011 Time Multiplexed W,
wnalenls Calorimeter Trigger WISCONSIN

DISON

x12 Main Processors

36 Pre P
X50 Fre Irocessors x56m, x72¢(entire detector)

X281, x4¢
1 non contiguous

ECAL Tower HCAL Tower
Energy (8bit) Energy (8bit)
Info (1bit) Info (1bit)

l \. Process /
\Process & Multiplex /

M
= )
1

Tower
Up to 16bits

To Global Trigger

— . : Energy Sums,
Max flexibility, but at increased complexity Jets. Elecs & Taus
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T 200 UTCA CMS Calorimeter Trigger ()
analalis Demonstrators WiSCONSIN
— €processing /

cards with 160
Gb/s input &
100 Gb/s
output using 5
Gb/s optical

four trigger
prototype
cards
integrated in a
backplane
fabric to
demonstrate
running & data
exchange of
calorimeter
trigger
algorithms =
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Tp2ou CMS Muon Trigger Upgrades: ()

unalladls Endcap Muon CSC'’s hta

Improve redundancy

5 800 r Single Layer
« Add station ME-4/2 covering n=1.1- el e %“’C Jo4 2
1.8 MB4 7o B~ Reduced RE
. . system
e Critical for momentum resolution MB3 = Il < 1.6

Upgrade electronics to sustain 3=

16

i MB1 0
higher rates ME1
- New Front End boards for station ™" -
ME-1/1 — . N
 Forces upgrade of downstream EM = L vEs wEan
electronics
« Particularly Trigger & DAQ Mother =
Boar’dS *Muon Portcard (1) =~~~ """ ! (=== Trigger Motherboard (9)
» Upgrade Muon Port Card and CSC T Clock Sontrol Board i bAQ Motherboard 9
Track Finder to handle higher stub Timing & (FTHIIL
rate so can process all tracks o
. = . i link Peripheral Crate
Extend CSC Efficiency into = uggrade on iron disk (1 of 60)
n=2.1-2.4 region Muon 7| Seter o
* Robust operation requires TMB vose Tk g | N
upgrade, unganging strips in ME-1a, ;7 nundergromna ——— | FEE=[F -~~~ Anode LCT Board
new FEBs, upgrade CSCTF+MPC counting room |
3-D Track-Finding '| Trigger "" ---~--Anode Front-end Board
and Measurement | Primitives y
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0nu CMS upgrade endcap muon @

wakeaty 2E34 trigger rates (v. preliminary!) wiscousi

CXE

03

—

T T | ] T T T _[ T ] T l

L—2*1 034 Trigger rates in 1.25<[|<1.8 with ME4/2:
5 B RPC: 3/4 stations
o csc:a4
N S I GMT:3/4ifCSC

LAY
IR

rate, kHz

3

| 1 IIIIII|

AN L
W A

UL LLL .

A T T N N I i S S R N B

4 5678910 20 30 40 50 10°
pﬁ”‘, GeV/c

Phase-1 upgrade lowers the rate and provides some control but above 30

GeV it gets flat again with L1 muon resolution =» concern for Phase 2

10

W
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Tip20u Expected Pile-up at High Lumi LHC
aaken, in ATLAS at 10% Wisconsin

¥ HIGZ_01 @ acas060.usatlas.bnl.gov 1Ol =|

Barrel Detector &

230 min.bias collisions per 25 ns. crossing Ncn(lyl<0.5)
~ 10000 particles in |n| < 3.2

mostly low p;tracks

requires upgrades to detectors

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 25



I 20n  petector Luminosity Effects @

anallally WisCONSIN

H-»>ZZ — ppee, M= 300 GeV for different luminosities in CMS

1032 cm-2s-1 1033 cm-2s-1

17

I il

/
1034 cm-2s-1

T i iP5l mants Eawiba s
s Al B ShC e 2 ¥
P30 7% SN R RO . -

103° cm-2s-1

.

A . = ot el . . " N L
A i ﬁx“"’j‘fs; T W M‘f g ¢ 5
.
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Ii»20n  cMS Level-1 Trigger = 5x1034 m

# Wls§6N§|N
ccupancy

+ Degraded performance of algorithms

 Electrons: reduced rejection at fixed efficiency from isolation

* Muons: increased background rates from accidental coincidences
« Larger event size to be read out

« New Tracker: higher channel count & occupancy — large factor

* Reduces the max level-1 rate for fixed bandwidth readout.

Trigger Rates
* Try to hold max L1 rate at 100 kHz by increasing readout bandwidth

 Avoid rebuilding front end electronics/readouts where possible
« Limits: (readout time) (< 10 ys) and data size (total now 1 MB)

« Use buffers for increased latency for processing, not post-L1A

* May need to increase L1 rate even with all improvements
» Greater burden on DAQ

* Implies raising E; thresholds on electrons, photons, muons, jets and use of
multi-object triggers, unless we have new information = Tracker at L1

« Compensate for larger interaction rate & degradation in algorithm performance

* Increase Level-1 Trigger Latency 3.2 = 6.0 ysec to accommodate processing
* New tracker removes 3.2 pysec limit, next limit is ECAL

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 27



TiPp 2011

.-Lln

%'DEE_"'E"l

Single electron £ -\
. 10° ! e

trigger rate

........... - SO -

Single I_solated_
- Double/isolated ]
Double non-isolated

Isolation criteria
are insufficient to I
reduce rate at L = wh N -
GG e o
10°° cm2s - 5kHz @ 10%
(Or 5x10% at 50ns) “F R
IliilllIIIIIIIIiIIIIiIIIIiI
10 20 30 40 50 GO
P— ‘ - . BN - Trigger E, threshold (GeV)
@ Cone 100-30:}
@ i T 1 We need to
O o n
g get another
% Amount of energy carried by x200 .(XZO)
- ' tracks around tau/jet direction |3 reduction for
(PU=100) single (double)
_ tau rate!
0.8 0.85 COO.SS e 0.95
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Tracklng needed for L1 trigger @

WISCONSIN

““““““

§'1 0’k —— g enerator
= e  L1Muon L1 trigger rate
2 L=103 | . L
e = O L2 +isolation (calo)
M it F= T x L3
10 E% "o
S = R L3 + isolation (calo + tracker
C .
[ =
3
10 e
10k
‘0 | Standalone Muon
= trigger resolution :
- insufficient 0
1 1 [ L1 1 l L 1 E L L1l 1 E Ll 1 1 E 1 1 1 1 H
10 20 30 40 50 60
py threshold [GeVic]
™
% 10 i'"".. -Jf ’c L1 tau vs jet Rates
% - ™ =0 —&— Single jet
T 10 = ‘e, ? "D —=— Single tau
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- 1 ;_ .n: o -:.-.D —s— Double tau
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% C - . @ Emen oo
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TiPp 2011 o g @
: Tracking for electron trigger i

Present CMS electron HLT

100 |
10%*/cm?/s

B
. fi
o  Neminal vertex (4,6,6) B compatible hits \

/ Oinl < 2.1
ﬁ; Inl<2.5
!.F
F Ifahitis found,
s extimate 7 vertex a new track
and propagate
Estimated vertex (8,8
c) d) rerier (B8 10 15 20 25
Jet rejection

Factor of 10 rate reduction

v: only tracker handle: isolation

* Need knowledge of vertex [
location to avoid loss of efficiency
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I 20n — Tracking for t-jet isolation @

-.h. ,,,,,

t-lepton trigger: isolation from pixel tracks
outside signal cone & inside |solat|on cone

1

LvI-2 T-jet axis L= 1034cm s

le Tau Tngger on. fl rst Calo Jet

o
<o

RS_O 07 Fli is va.?rled 0 2-0. 5=
T—'{M_O 10

signal cone R ¢ *

o
o
T I T T

P ar

e(H(200, 500 GeV)—11, 7—>1,3h+X)
N
e
»
E

o
o))
mrTrrT ! T
>
«

. MHéf»oo c?aev

7 Mszoo Gev

\ : |
0 04o R R KRR PR RV R R

— 4— Factor of 10 reduction' eQcCD 50-170 GeV)
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Ii* 201 6MS L1 Track Trigger for Muons @
I ’ WISCONSIN

Combine with L1 pu trigger as is now done at HLT:

Attach tracker hits to improve P; assignment precision
from 15% standalone muon measurement to 1.5% with
the tracker

*Improves sign determination & provides vertex constraints

*Find pixel tracks within cone around muon track and
compute sum P; as an isolation criterion

Less sensitive to pile-up than calorimetric information if
primary vertex of hard-scattering can be determined
(~100 vertices total at SLHC!)

To do this requires n—¢ information on muons
finer than the current 0.05-2.5°

No problem, since both are already available at 0.0125
and 0.015°
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TiPp 2011 : w
: The Track Trigger Problem i

* Need to gather |
information from 108 st
pixels in 200m? Y
of silicon at 40 MHz ... e

 Power & bandwidth to
send all data
off-detector is
prohibitive
- Local filtering necessary
« Smart pixels needed to

locally correlate hit P,
information

» Studying the use of 3D
electronics to Iprowde 1
ability to locally
correlate hits between
two closely spaced
layers

Hit data transfer /

4-6 cm

Correlator/ processor
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EEEEEEEEEEE

W 3D In

WISCONSIN
Key to design is ability of a single IC to
connect to both top & bottom sensor
Enabled by “vertical interconnected”
(3D) technology i
A single chip on bottom tier can
connect to both top and bottom —_— bump bonds
sensors — locally correlate information long TE :E"
Cu-Cu Bon
Analog information from top short stip tier
J—-— DBI bond

sensor is passed to ROIC (readout
IC) through interposer |

One layer of chips

24 mcron
No “horizontal” data transfer necessary — lower noise and power

Fine Z information is not necessary on top sensor — long (~1 cm vs
~1-2 mm) strips can be used to minimize via density in interposer

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 33
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nallanls

Readout designed to send all hits with
P.>~2 GeV to trigger processor

High throughput — micropipeline
architecture

Readout mixes trigger and event data

Tracker organized into phi segments
 Limited FPGA interconnections

* Robust against loss of single layer hits [:..ﬁ
- Boundaries depend on p, cuts & tracke "

geometry

inner and middle station

tracklet sorter
blocks blocks tracklets from sector n-1
inner station ] )L
(stubs) (tracklets) 12 segment blocks
30 1 )
middle station ] =
(stubs) (tracklets) 0
8 track t
30 1 @
W
outer station ]
(stubs)
30 3 2

use additional sector processors pinned
to inner, middle station

Wesley Smith, U. Wisconsin June 14, 2011

Track Trigger Architecture

IIIIIIIIIIIII

............ )..

Short Strip Tier

. Swhb

Nalghbor 2
strips

Pipeline stages

. :.-

local cluster addr
1o neighbor chip

& DAQ - 34
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e CMS L1 Trigger Stages -

Current for LHC:
Trigger Primitives \ Regional \ Global \ Global Trigger

Proposed for Phase 2 (with tracking added):
Trigger Primitives \ Clustering \ Correlator \Selector

Trigger Primitives Tracker L1 Front End
/\ l
e /© /| /jet clustering W track finder Regional Track
2x2, \-strip ‘TPG’ DT, CSC/RPC Generator

/\ Seeded Track Readout
Jet Clustering Missing E/
\1 J(

Regional Correlation, Selection, Sorting

!

Global Trigger, Event Selection Manager

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 35
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: Track Trigger Architecture -

“push” path:

« L1 tracking trigger data combined with calorimeter & muon trigger data regionally
with finer granularity than presently employed.

» After regional correlation stage, physics objects made from tracking, calorimeter &
muon regional trigger data transmitted to Global Trigger.

“pull” path:

* L1 calorimeter & muon triggers produce a “Level-0” or LO “pre-trigger” after latency
of present L1 trigger, with request for tracking information. Occurs at ~1 MHz.
Request only goes to regions of tracker where candidate was found. Reduces data
transmitted from tracker to L1 trigger logic by 40 (40 MHz to 1 MHz) times probability
of a tracker region to be found with candidates, which could be less than 10%.

* Tracker sends out information for these regions only & this data would be combined
in L1 correlation logic, resulting in L1A combining tracking, muon & calorimeter
information.

« Only on-detector tracking trigger logic in specific tracker region would see L0 signal.

“afterburner”’path:

* L1 Track trigger info, along with rest of information provided to L1 is used at very
first stage of HLT processing. Provides track information to the HLT algorithms very
quickly without having to unpack & process large volume of tracker information
through CPU-intensive algorithms. Helps limit the need for significant additional
processor power in HLT computer farm.

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 36



TiPp 2011 g @

: ATLAS Trigger Upgrades i
Various projects being pursued:

- Track trigger '(mgin low pT

« Fast Track Finder (FTK), hardware =111
track finder for ATLAS (at L1.5) N

« ROI based track trigger at L1

« Self seeded track trigger at L1
« Combining trigger objects at L1 & topological “analysis™
 Full granularity readout of calorimeter

e requires new electronics

« Changes in muon systems (small wheels), studies of an
MDT based trigger & changes in electronics

« Upgrades of HLT farms
Some of the changes are linked to possibilities that

open when electronics changes are made (increased
granularity, improved resolution & increased
)

Wesley Smith, U. Wisco in’June 14, 2011 Trigger & DAQ - 37



P 20n  ATLAS Cal. Trigger upgrade Ww
I ” ISCONSIN
Phase |: upgrade current L1Calo
 FPGA-based MCM replacement for PreProcessor

 Augment EM/Had and Jet/Energy processors with CMM++ to
add topological algorithm capabilities

* Replacement for present trigger data Common Merger Module

Phase Il: Replace L1Calo with 2-level system

 Full digital readout of LAr, Tile data to Readout Drivers (RODs)
in underground counting room (USA15)

« "Level 0": Synchronous, fixed latency,
Topological algorithms with calorimeters + muon ROls

« Uses trigger towers (0.1X0.1) w/finer n X ¢, depth
segmentation.

« "Level 1": Asynchronous, longer latency, access to full
resolution calorimeter data,
Topological algorithms with calo, muon and ID ROls

* Improved ID of isolated electrons, hadrons identified by LO
wesiey smict, U@k BHAITAT Performance to present L2 Trigger & DAQ - 38




I 20u AT] AS Muon Trigger Upgrade V.

W WISCONSIN
precision can be used for L1 sharpening efrence ot for e serch ]

1gger path is

« Present ATLAS muon trigger based on RPCs o . — T e |
only. Search path » e ] N '
* Use RPC L1 trigger as “seed”. MDTs only verify “™ ™ \ LI ey
p; on request from RPC $ — o
. . . < T T 5| TowerMaster
+ No stand-alone trigger of Monitored Drift Tubes i I

° Use RPC hItS tO de'ﬁne a searCh road for " tI:]:th Elc:’]\\r;;;i1::é\:[l)llTa~suru communication
Corresponding MDT hits Inner || = I;11cm'_\'cnn:iislmof:- -
® CSM = cable delays (unavoidable, but easy to
Need eXtra Iatency Of ~ 2 ”S (Phase 2) The existing | - :ilt‘;\lull]?:li:[l)l’lllncn{\'L‘I'I:.l] or parallel?)
Benefi ts: Trigger tower (schematic) L \I.hlll;;:LLL1|;][I:IL|1:I1; | i e B
* No additional trigger chambers required
in Barrel 2ml ¥ ) EoL
« No interference with normal readout i RPC\'ls d
10 ! T T / T 1/ T /// ]
Hardware consequences: concept needs | zo.| e mnsnins o 5
.y s . 7/ -
« rebuilding of MDT electronics | i y
8 | . , i pall ¥ 4
* modification of parts of RPC electronics | BM [T 27 s 4 7[5 B
(PADs, Sector Logic). 6 7 s T B
Requires new chips & boards: BIL 2
* New front end board (mezzanine) ; [
« New Chamber Service Module : e e Ml - B
* New architecture of RPC/TowerMaster -
o j 0 — = -
interface to RPC readout i : ] e i £ & 0. o i T

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 39



Ix2on AT AS FastTracKer (FTK) @

unallunts Wisconsiy

For Phase 1:

Dedicated hardware processor completes GLOBAL track
reconstruction by beginning of level-2 processing.

« Allows very rapid rejection of most background, which
dominates the level-1 trigger rate.

* Frees up level-2 farm to carry out needed sophisticated event
selection algorithms.
Addresses two time-consuming stages in tracking
« Pattern recognition — find track candidates with enough Si hits

« 10° prestored patterns simultaneously see each silicon hit
leaving the detector at full speed.

 Track fitting — precise helix parameter & y? determination

« Equations linear in local hit coordinates give near offline
resolution

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 40
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ATLAS -proach @
naken, WISCONSIN

Use hardware to perform the global tracking in two steps
pattern recognition and track fit

Single i
Hi{ \'ﬁ
SuperStrip (bin)
Pattern recognition in coarse resolution Track fit in full resclution (hits in a road)
(superstrip=>road) F(Xq5 X5, X5 o) ~ g+ @A, + 8,AX, + 8% + ... =0

Design: FTK completes global tracking in 25 usec at 3x1034.
Current level-2 takes 25 msec per jet or lepton at 3x1034,

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 41



mwon  ATLAS L1 Track Trigger W,

adeats Design Options for Phase 2 viscowi

Region Of Interest based Track Trigger at L1
* uses ROIs from L1Calo & L1Muon to seed track finding
- has a large impact on the Trigger architecture

* requires significantly lengthened L1 pipelines and fast
access to L1Calo and L1Muon ROI information

 could also consider seeding this with an early ("Level-07)
trigger, or sending a late ("Level-1.5") track trigger

- smaller impact on Silicon readout electronics

Self-Seeded Track Trigger at L1

* independent of other trigger information

* has a large impact on Silicon readout electronics
 requires fast access to Silicon detector data at 40 MHz

 smaller impact on the Trigger architecture

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 42



Ix20u AT AS Rol Tracking Trigger Ww
* ISCONSIN
LO similar to current L1-Calo & L1-Muon defines
regions of interest (Rols)
« There is no inner detector (tracking) information in the Rol
definition

Rol defines an eta-phi region for strips & pixel
information to be extracted

L1 uses inner detector information from Rols that were
defined in LO

« Can also do a detailed correlation with outer detector
Rol: Ap=0.2, An=0.2 at Calo Az=40cm at beam line

£l x-y ok~
: - - :
Example o1 *f /ﬁ;‘&j« mE-' .
Rol: Conta . ' | St =
~ 1% of F g

tracker : -
mOduleS - ;llLu:l II--HIMI — r|||I — I-ﬂ:ul ' I'Ihhh “-I_'lil — I-iu!ulnl — ._'IL.. — |I| S I|||:"|I — IiulunuI ' I"hﬂll
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Tip 200 ATLAS Self-Seeded L1 Track Trigger @
aahent, with Doublet Layers
® Moderate pT dependent  Track an pT) \
discrimination of hits using i}“':"
coincidences in closely Layer BM~
spaced double layers Ar
@ High pT discrimination using --;:ﬂ— =
FHEE = -
coincidences between Layer A
several doublet layers et
» Has to operate at full BCO AR ~ 100 mm cotncidencds
frequency (40 MHz)
0y ) gPair of two two-in -one
. —  Keep -1% E |
e 1009 ° 3 ; g : layer
§ 10° 1 : :—I'* KEED ~0.1%0 % ;
g 1w ¢ : % o e two-in-on
i & : s '
- § o5
) j ”:;:-T LGE‘J;E B B pT [GeVic]

Wesley Smith, U. Wisconsin June 14, 2011
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Tip 200 ATLAS Self-Seeded L1 Track Trigger: @
aahon, One possible solution WiSCONSIN

Split the readout chip and add an embei:'ldgd fine pitch interconnection

ABCn
Binary readout
Digijtal chip on hybrid x5
Bus cable _<_
F <
5
E Sensor ~10 X 10 cm Analog chip
5 e
§ Fine pitth N
' intercornect Digital chip
Wrap
IlIIIllIIIIIIlIl IIIIIllllllllf% around
Analng chip on hybrid x10
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TiPPI gt LHCb Upgrade Tri

Execute whole trigger on CPU farm
=»Provide ~40 MHz detector readout

Cannot satisfy present 1 MHz requirement
w/o dee_pl¥ cutting into efficiency for
hadronic final states

« worst state is ¢¢, but all hadronic modes
are affected

« Can ameliorate this by reading out detector
& then finding vertices

- Keep Low Level Trigger (LLT) as a crutch
if HLT cannot keep up with rate, i.e. not
sufficient computing. Similar to current L0

« Cut Outer Tracker occupancy >20% to
preserve timing

* Timing reqm’t < 20 ms, yerte_xing}&
tracking is <10 ms, leaving time for HLT2
 HLT1 similar to current, but ﬁix?ls speed
o

up reconstruction due fo lac
ambiguities & eliminate ghosts

« HLTZ2 also similar but increase to 20 kHz
output rate

time (ms)

Fraction of events

0.6
0.4 -

02 -

“““““““

gger @

1 +

0.8 -

e |LIT events

O B,—> ¢y events ,-:P'..-'.
o°:'.
o
o

10,

L]
4
0 —J ||||||||||||||||||||||||
0 0.05 0.1 0.15 0.2 0.25 0.3
OT occupancy cut
------------------------
X
Ix !
x s Time of Forward upgrade
—%— Time of Velo/PV 3D Reco
........................
0 0.5 1 1.5 2 2.5

o o N W s 00~ 0 W
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Tikp 201 CMS DAQ WW
..*.. ISCO _SIN
8 “slices” @ 12.5 kHz . Read-out of

. detector Front-

End Drivers

| Event Building (in
J== b, two stages)

1 “FED-builder”
assembles data
from 8 front-
ends into one
super-fragment
at 100 kHz

* 8 independent
“DAQ slices”
assemble super-
fragments into
full events

High Level Trigger on full events . 500 Inputs: 100
Store accepted events @ 300-400 Hz Gbyte/s EVB

Trigger & DAQ - 47
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Iip20u  cMS HLT Time Distribution @
nallanls WisCoNsiN
Prescale set used: 2E32 Hz/cm?
Sample: MinBias L1-skim 5E32 Hz/cm? with 10 Pile-up

Total time for all modules per event totalTime
- - - Entries 17099
1400 = Unpacking of L1 information, | Mean 63.49
| c c c RMS 206.5
- / early-rejection triggers, Underfiow o
1200 — non-intensive triggers Overflow 653
1000 Mostly unpacking of calorimeter info.
- to form jets, & some muon triggers
800 —
- Triggers with intensive
600 - tracking algorithms
400 Overflow: Triggers doing| ~__
: particle flow
reconstruction (esp. taus)
| 1 | | | 1 | 1 | 1 | 1 | 1 | | | 1

20 40 60 80 100 I‘I.."!lfl 140 160 180 200
msec
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| Upgrade CMS DAQ -

Phase 2 Network bandwidth at least 5-10 times LHC

« Assuming L1 trigger rate same as LHC
* Increased Occupancy
* Decreased channel granularity (esp. tracker)

CMS DAQ Component upgrades

 Readout Links: replace existing SLINK (400 MB/s)
with 10 Gbit/s

* Present Front End Detector Builder & Readout Unit Builder
replaced with updated network technology & mult-gigabit link
network switch

« Higher Level Trigger CPU Filter Farm estimates:
« 2010 Farm = 720 Dual Quad Core E5430 16 GB (2.66 GHz)

« 2011 Farm = add 288 Dual 6-Core X5650 24 GB (2.66 GHz)
* 1008 nodes, 9216 cores, 18 TB memory @100 kHz: ~90 ms/event

« 2012 Farm = 3 X present farm
« 2016 Farm = 3X 2012 farm

* Requires upgrades to network (40 Gbps links now affordable)

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 49
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. Extrapolating PC performance -

1000 /

=="HepSpecO6 (no HT)
scaled to 2.66 GHz"

“"'number of cores
(excl HT)"

HLT evt/s

E5130:E5430 X5650

1
A ] & ! B a 10 11 12 13 14 15 16 17 18

Launched in Year 2000+

Extrapolate performance dual-processor PCs
In 2014 could have same HLT performance with 100 — 200 nodes
Likely to have 10 GbE onboard

Wesley Smith, U. Wisconsin June 14, 2011 Trigger & DAQ - 50




TiPp 201 CMS DAQ Upgrade: W,
analenls |JTCA off-detector readout viscosn

MMMMMMM

GBT links from detector ; CMS AMC13 Module Block Diagram
ﬁ’;i—f-;j;?"i‘ l > S
' ) CLK 40.xx CLK
‘ To AMCs

% | |
_ >
5 | . |
= S
S S DAQ e -
ollolloflollollo]ll Jlollollo|lo|lo|lo 6Gb/s : > FabricA
— ISISISISISLS == IS == rext 12 ports
|||z ||< < |P<|<|<||<| << DAQ »ETH]
g 5 6Gbl/s >
3 s > GTX]
o < Spare | SFP L » 256 Mbyt
—— Ly g g g g —7= > o] [o1x] | DDR3
ERERERIIEERRER |
Fiber link igger : - >  Fabric B
iber links to trigge GbE = "s\i}:ch"' » GTP| Spartan 6 | & 80-320 MB/
l MCH1
IPM| - >
| -,

Upgraded Timing To DAQ ront  TAG -

Legacy TTC Fast Controls 1-3 Fibers @ ~6Gb/s :2”% LEDs =
Being developed for CMS HCAL & some of the

Trigger sub-systems
A candidate for a CMS “common platform”

Send data to central DAQ over multi-gbps serial
link (6 Gbps in prototype)
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| ATLAS Upgrade DAQ i
One project explores full capabilities of large
modern FPGAs for versatile generic DAQ with its
core effort named as Reconfigurable Cluster
Element (RCEs), implemented on ATCA platform.

First generation Board shown here with 1TB FlashRAM for PetaCache project

boards in use on

SLAC LCLS

experiments,

LSST DAQ,
PetaCache proj.
Studying

_ Media Siice <4 v
pOSSIble use for controller

ATLAS pixel
upgrade with flash

Media Carrier
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. Trigger & DAQ Summary -

Very significant challenges to operate trigger & DAQ
systems for high rate experiments, particularly
examples shown for the LHC

Very substantial assets to bring to bear on these
challenges from commercial world: uyTCA, FPGAs,

high speed links (transceivers).

Exploiting these assets enables physics input to
drive much more precise selection of events and

processing of a much higher volume of data.

* e.g. a level-1 tracking trigger

There is considerable technical difficulty involved in

successfully exploiting these advances in
technology and implementing them In running
experiments in a controlled and adiabatic manner.
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