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Only 10 years old!

The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → !+!−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.

The uncertainty on the expected fractions of signal
events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.

The total uncertainty on the mass resolution is ±14%.
The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.

The statistical analysis of the data employs an un-
binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.

The statistical analysis of the data employs an un-
binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → !+!−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.

The uncertainty on the expected fractions of signal
events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.

The total uncertainty on the mass resolution is ±14%.
The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.

The statistical analysis of the data employs an un-
binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
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component described by a fourth-order Bernstein poly-
nomial is superimposed.
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Figure 3: The diphoton invariant mass spectrum of events in the diphoton fiducial region. The solid red curve shows
the fitted signal-plus-background model when the Higgs boson mass is constrained to 125.09 ± 0.24 GeV. The
background component of the fitted model is an exponential of a second-order polynomial and is shown with the
dotted red curve. The bottom plot shows the residuals between the data and the background component of the fitted
model.

parametrisations determined for the inclusive phase space. Similarly for each di�erential measurement, an
extended likelihood function is constructed in each bin from the corresponding signal and background
parametrisations and the product of the likelihood functions from each bin is taken as the full likelihood
function for that measurement. Systematic uncertainties are incorporated into the likelihood function
of each bin using a set of Gaussian or log-normal constraints on nuisance parameters. The full list and
treatment of systematic uncertainties is discussed in Section 6.3.

Figure 3 illustrates the diphoton invariant mass spectrum of events in the diphoton fiducial region, fitted
with the full statistical model. In total, the fit extracts 6550 ± 530 H ! �� candidates, with the quoted
error including both the statistical and systematic uncertainty components of the fit. The Higgs boson mass
is constrained to be 125.09 ± 0.24 GeV.
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The pj1
T distribution covers the same kinematic range as the Higgs boson p��T measurement, but coarser bins

were chosen at low pT. All predictions agree well with the data, with the NNLOJET prediction providing
the greatest accuracy in the high pj1

T region.

The m j j and �� j j distributions are compared to S����� (M���@N��) and G�S�� described above, that
are of NLO accuracy for this jet multiplicity. Good agreement is seen between the data and the predictions,
including that of the default MC that is of LO accuracy for this jet multiplicity. In the higher m j j bin that is
more sensitive to VBF production, the data are in agreement within the prediction within the uncertainty of
the measurement. The �� j j distribution that has sensitivity to the CP properties of the Higgs boson is in
good agreement with the expected shape in the SM.
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Figure 6: Cross sections measured as a function of the diphoton kinematics, (a) p��T , (b) |y�� |. The cross section as
function of p��T is shown in the range 0–350 GeV, while for p��T > 350 GeV it is measured to be 0.23 ± 0.14 fb with
the uncertainty being predominantly statistical. All measurements are compared to the default MC prediction in
which ggF is modelled with P����� NNLOPS and other Higgs production processes, X H , are modeled according
to the descriptions of Section 3. Additional comparisons are also shown for di�erent ggF components added to the
same X H prediction, all described in Section 6.4. The measurement for p��T > 350 GeV agrees with the default
prediction within less than one standard deviation.

The compatibility between the measured di�erential distributions and the default SM prediction is assessed
using a �2 test. The �2 is computed using the covariance matrix constructed from the full set of
uncertainties on the data measurements, taking into account correlations between bins, as well as the theory
uncertainties on the SM prediction. Table 4 reports the p-values of the �2 between data and the default MC
prediction introduced in Section 6.4 for all di�erential distributions. For all observables, the compatibility
between the data and the SM prediction is good.
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The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → !+!−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.

The uncertainty on the expected fractions of signal
events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.

The total uncertainty on the mass resolution is ±14%.
The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.

The statistical analysis of the data employs an un-
binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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The largest absolute signal yield as defined above is
taken as the systematic uncertainty on the background
model. It amounts to ±(0.2−4.6) and ±(0.3−6.8) events,
depending on the category for the 7 TeV and 8 TeV data
samples, respectively. In the final fit to the data (see
Section 5.7) a signal-like term is included in the likeli-
hood function for each category. This term incorporates
the estimated potential bias, thus providing a conserva-
tive estimate of the uncertainty due to the background
modelling.

5.6. Systematic uncertainties
Hereafter, in cases where two uncertainties are

quoted, they refer to the 7 TeV and 8 TeV data, respec-
tively. The dominant experimental uncertainty on the
signal yield (±8%, ±11%) comes from the photon re-
construction and identification efficiency, which is es-
timated with data using electrons from Z decays and
photons from Z → !+!−γ events. Pile-up modelling
also affects the expected yields and contributes to the
uncertainty (±4%). Further uncertainties on the sig-
nal yield are related to the trigger (±1%), photon isola-
tion (±0.4%, ±0.5%) and luminosity (±1.8%, ±3.6%).
Uncertainties due to the modelling of the underlying
event are ±6% for VBF and ±30% for other produc-
tion processes in the 2-jet category. Uncertainties on the
predicted cross sections and branching ratio are sum-
marised in Section 8.

The uncertainty on the expected fractions of signal
events in each category is described in the following.
The uncertainty on the knowledge of the material in
front of the calorimeter is used to derive the amount of
possible event migration between the converted and un-
converted categories (±4%). The uncertainty from pile-
up on the population of the converted and unconverted
categories is ±2%. The uncertainty from the jet energy
scale (JES) amounts to up to ±19% for the 2-jet cate-
gory, and up to ±4% for the other categories. Uncertain-
ties from the JVF modelling are ±12% (for the 8 TeV
data) for the 2-jet category, estimated from Z+2-jets
events by comparing data and MC. Different PDFs and
scale variations in the HqT calculations are used to de-
rive possible event migration among categories (±9%)
due to the modelling of the Higgs boson kinematics.

The total uncertainty on the mass resolution is ±14%.
The dominant contribution (±12%) comes from the un-
certainty on the energy resolution of the calorimeter,
which is determined from Z→ e+e− events. Smaller
contributions come from the imperfect knowledge of the
material in front of the calorimeter, which affects the ex-
trapolation of the calibration from electrons to photons
(±6%), and from pile-up (±4%).
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Figure 4: The distributions of the invariant mass of diphoton can-
didates after all selections for the combined 7 TeV and 8 TeV data
sample. The inclusive sample is shown in (a) and a weighted version
of the same sample in (c); the weights are explained in the text. The
result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-
order Bernstein polynomial is superimposed. The residuals of the data
and weighted data with respect to the respective fitted background
component are displayed in (b) and (d).

5.7. Results

The distributions of the invariant mass, mγγ, of the
diphoton events, summed over all categories, are shown
in Fig. 4(a) and (b). The result of a fit including a signal
component fixed to mH = 126.5 GeV and a background
component described by a fourth-order Bernstein poly-
nomial is superimposed.

The statistical analysis of the data employs an un-
binned likelihood function constructed from those of
the ten categories of the 7 TeV and 8 TeV data samples.
To demonstrate the sensitivity of this likelihood analy-
sis, Fig. 4(c) and (d) also show the mass spectrum ob-
tained after weighting events with category-dependent
factors reflecting the signal-to-background ratios. The
weight wi for events in category i ∈ [1, 10] for the 7 TeV
and 8 TeV data samples is defined to be ln (1 + S i/Bi),
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Figure 3: The diphoton invariant mass spectrum of events in the diphoton fiducial region. The solid red curve shows
the fitted signal-plus-background model when the Higgs boson mass is constrained to 125.09 ± 0.24 GeV. The
background component of the fitted model is an exponential of a second-order polynomial and is shown with the
dotted red curve. The bottom plot shows the residuals between the data and the background component of the fitted
model.

parametrisations determined for the inclusive phase space. Similarly for each di�erential measurement, an
extended likelihood function is constructed in each bin from the corresponding signal and background
parametrisations and the product of the likelihood functions from each bin is taken as the full likelihood
function for that measurement. Systematic uncertainties are incorporated into the likelihood function
of each bin using a set of Gaussian or log-normal constraints on nuisance parameters. The full list and
treatment of systematic uncertainties is discussed in Section 6.3.

Figure 3 illustrates the diphoton invariant mass spectrum of events in the diphoton fiducial region, fitted
with the full statistical model. In total, the fit extracts 6550 ± 530 H ! �� candidates, with the quoted
error including both the statistical and systematic uncertainty components of the fit. The Higgs boson mass
is constrained to be 125.09 ± 0.24 GeV.

10

[ATLAS-CONF-2019-029]

The pj1
T distribution covers the same kinematic range as the Higgs boson p��T measurement, but coarser bins

were chosen at low pT. All predictions agree well with the data, with the NNLOJET prediction providing
the greatest accuracy in the high pj1

T region.

The m j j and �� j j distributions are compared to S����� (M���@N��) and G�S�� described above, that
are of NLO accuracy for this jet multiplicity. Good agreement is seen between the data and the predictions,
including that of the default MC that is of LO accuracy for this jet multiplicity. In the higher m j j bin that is
more sensitive to VBF production, the data are in agreement within the prediction within the uncertainty of
the measurement. The �� j j distribution that has sensitivity to the CP properties of the Higgs boson is in
good agreement with the expected shape in the SM.
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Figure 6: Cross sections measured as a function of the diphoton kinematics, (a) p��T , (b) |y�� |. The cross section as
function of p��T is shown in the range 0–350 GeV, while for p��T > 350 GeV it is measured to be 0.23 ± 0.14 fb with
the uncertainty being predominantly statistical. All measurements are compared to the default MC prediction in
which ggF is modelled with P����� NNLOPS and other Higgs production processes, X H , are modeled according
to the descriptions of Section 3. Additional comparisons are also shown for di�erent ggF components added to the
same X H prediction, all described in Section 6.4. The measurement for p��T > 350 GeV agrees with the default
prediction within less than one standard deviation.

The compatibility between the measured di�erential distributions and the default SM prediction is assessed
using a �2 test. The �2 is computed using the covariance matrix constructed from the full set of
uncertainties on the data measurements, taking into account correlations between bins, as well as the theory
uncertainties on the SM prediction. Table 4 reports the p-values of the �2 between data and the default MC
prediction introduced in Section 6.4 for all di�erential distributions. For all observables, the compatibility
between the data and the SM prediction is good.
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Fig. 28: (left) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 systematic
uncertainties) on the per-production-mode cross sections normalised to the SM predictions for ATLAS
(blue) and CMS (red). The filled coloured box corresponds to the statistical and experimental systematic
uncertainties, while the hatched grey area represent the additional contribution to the total uncertainty due
to theoretical systematic uncertainties. (right) Summary plot showing the total expected ±1� uncertain-
ties in S2 (with YR18 systematic uncertainties) on the per-production-mode cross sections normalised to
the SM predictions for the combination of ATLAS and CMS extrapolations. For each measurement, the
total uncertainty is indicated by a grey box while the statistical, experimental and theory uncertainties are
indicated by a blue, green and red line respectively. In addition, the numerical values are also reported.

bined ATLAS-CMS extrapolation range from 2 � 4%, with the exception of that on Bµµ at 8% and
on BZ� at 19%. The numerical values in both S1 and S2 for ATLAS and CMS are given in Table 37
where the the breakdown of the uncertainty into four components is provided. In projections of both
experiments, the S1 uncertainties are up to a factor of 1.5 larger than those in S2, reflecting the larger
systematic component. The systematic uncertainties generally dominate in both S1 and S2. In S2 the
signal theory uncertainty is the largest, or joint-largest, component for all parameters except BRµµ and
BZ� , which remain limited by statistics due to the small branching fractions.

The correlations range up to 40%, and are largest between modes where the sensitivity is domi-
nated by gluon-fusion production. This reflects the impact of the theory uncertainties affecting the SM
prediction of the gluon-fusion production rate.

2.7 Kappa interpretation of the combined Higgs boson measurement projections23

2.7.1 Interpretations and results for HL-LHC
In this section combination results are given for a parametrisation based on the coupling modifier, or
-framework [42]. A set of coupling modifiers, ~, is introduced to parametrise potential deviations from
the SM predictions of the Higgs boson couplings to SM bosons and fermions. For a given production
process or decay mode j, a coupling modifier j is defined such that,

2j = �j/�
SM
j or 2j = �

j/�j
SM. (6)

23 Contacts: R. Di Nardo, A. Gilbert, H. Yang, N. Berger, D. Du, M. Dührssen, A. Gilbert, R. Gugel, L. Ma B. Murray, P.
Milenovic
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HOW DO WE PREDICT THIS FROM THEORY?

๏ Short distance    “hard” 

‣ high scales: —  

๏ Long distance    “soft” 
‣ low scales: 
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parton distribution functions (PDFs) 
(non-perturbative, universal)

hard scattering 
(perturbation theory)

non-perturbative effects 
(power suppressed)

G. Salam

S. Plätzer & F. Siegert
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σ = σ0 × (1 + αs + α2
s + α3

s + …)
fixed order:   LO   NLO   NNLO   N3LO …

σ = σ0 ⋅ exp (αn
s Ln+1 + αn

s Ln + αn
s Ln−1 + …)

resummation:   LL                 NLL          NNLL  …
}

S. Plätzer & F. Siegert



WHERE DO WE STAND?

6

ggF ( )∼ 88.2 % VBF ( )∼ 6.8 %

VH ( )∼ 4.1 % ttH ( )∼ 0.9 %

Unprecedented level of sophistication:

๏ inclusive production @ N3NLOQCD 

  &  differential @ NNLOQCD    ( ) 
  +  NLOEW

๏ all decay channels @ (at least)   
  NNLOQCD +  NLOEW 

๏ in association with jets: 
  NLOQCD +  PS

      @ N3LO

¬ tt̄H

bb̄ → H [Duhr, Dulat, Mistlberger ’19]

S. Plätzer & F. Siegert



GLUON FUSION

‣ Large QCD corrections 
  known to N3LO  ↪
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Figure 2: Cummulative contributions to the total relative uncertainty as a function of the
collider energy. according to eqs. (26)-(28).

In combination we find

��PP!H+X = �(PDF+↵S) + �(theory) = +3.63pb
�4.72pb

�
+7.46%
�9.7%

�
. (39)

To derive the various sources of uncertainties we followed the prescriptions
outlined above. In fig. 2 we show how the relative size of the various sources
of uncertainty varies as a function of the hadron collider energy.

In comparison to the numerical cross section predictions derived in ref. [3]
we observe only minor changes. The di↵erence arise solely due to the exact
computation of the N3LO QCD corrections in the heavy top quark e↵ective
theory obtained in ref. [16]. The deviations are well within the uncertainty
that was associated with the truncation of the threshold expansion used for
the results of ref. [3]. This particular source of uncertainty is now removed.

Finally, we use iHixs to derive state of the art predictions for the gluon
fusion Higgs production cross section at di↵erent collider energies. We strictly
follow the recommendations of [3, 4]. Figure 3 shows the state-of-the art
predictions and uncertainty estimates for the inclusive cross section obtained

18

[Dulat, Lazopoulos, Mistlberger ’18]

many small effects!   
challenge: need to tackle all

Sources of Uncertainties:

[Anastasiou et al. ’15] [Mistlberger ’18]
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FIG. 3: The gluon fusion cross-section at all perturbative or-
ders through N3LO in the scale interval [mH

4 ,mH ] as a func-

tion of the center-of-mass energy
p
S.

top-quark is infinitely heavy and can be integrated out,
see eq. (2). Moreover, we assumed that all other quarks
have a zero Yukawa coupling. Finite quark mass e↵ects
are important, but it is su�cient that they are inlcuded
through NLO or NNLO. Indeed, finite quark-mass e↵ects
have been computed fully through NLO in QCD [30],
while subleading top-quark mass corrections have been
computed at NNLO systematically as an expansion in
the inverse top-quark mass [34]. In these references it
was observed that through NLO finite quark mass ef-
fects amount to about 8% of the K-factor. At NNLO,
the known 1

mtop
corrections a↵ect the cross-section at

the ⇠ 1% level. A potentially significant contribution
at NNLO which has not yet been computed in the lit-
erature originates from diagrams with both a top and
bottom quark Yukawa coupling. Assuming a similar per-
turbative pattern as for top-quark only diagrams in the
e↵ective theory, eq. (2), higher-order e↵ects could be of
the order of 2%. We thus conclude that the computation
of the top-bottom interference through NNLO is highly
desired in the near future.

Finally, the computation of the hadronic cross-section
relies crucially on the knowledge of the strong coupling
constant and the parton densities. After our calculation,
the uncertainty coming from these quantities has become
dominant. Further progress in the determination of par-
ton densities must be anticipated in the next few years
due to the inclusion of LHC data in the global fits and the
impressive advances in NNLO computations, improving
the theoretical accuracy of many standard candle pro-
cesses.

To conclude, we have presented in this Letter the
computation of the gluon-fusion Higgs production cross-
section through N3LO in perturbative QCD. While a
thorough study of the impact of electroweak and quark
mass e↵ects is left for future work, we expect that the re-
maining theoretical uncertainty on the inclusive Higgs
production cross-section is expected to be reduced to
roughly half, which will bring important benefits in the
study of the properties of the Higgs boson at the LHC
Run 2. Besides its direct phenomenological impact, we
believe that our result is also a major advance in our un-
derstanding of perturbative QCD, as it opens the door to
push the theoretical predictions for large classes of inclu-
sive processes to N3LO accuracy, like Drell-Yan produc-
tion, associated Higgs production and Higgs production
via bottom fusion. Moreover, on the more technical side,
our result constitutes the first independent validation of
the gluon splitting function at NNLO [14], because the
latter is required to cancel all the infrared poles in the
inclusive cross-section. In addition, we expect that the
techniques developed throughout this work are not re-
stricted to inclusive cross-sections, but it should be pos-
sible to extend them to certain classes of di↵erential dis-
tributions, like rapidity distributions for Drell-Yan and
Higgs production, thereby paving the way to a new era
of precision QCD.
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Figure 1: Finite part of the regulated amplitudes,
2RehM (1)

exact|M
(2)
exacti

��
regulated

, defined in Eq. (2), for the pro-

cesses gg ! gH (first row), qg ! qH (second row) and
qq̄ ! gH (third row), separated into the region below (left
column) and above (right column) threshold for interme-
diate top-quark pair production, ŝ = 4M2

t . A factor of
↵
4
s/(4⇡)

2
· 1/v2 · ŝ, with v the Higgs-field vacuum expecta-

tion value, has been factored out. The renormalization scale
has been set at µR = MH/2. The kinematics is parameterized
with z ⌘ 1 � M

2
H/ŝ and � ⌘ t̂/(t̂ + û). ŝ, t̂ and û are the

standard Mandelstam variables.

It is not di�cult to convince oneself that
hM (1)

exact|M
(2)
exacti

��
regulated

is devoid of soft and collinear

singularities. We use an analogous expression for the
qg ! qH process with:

� hP (0)
qq (z)i = �TF

�
1� 2z(1� z)

�
, (4)

instead of hP (0)
gg (z)i, while there is no splitting-function

contribution in the qq̄ ! gH case. The regulated am-
plitudes for the three processes are illustrated in Fig. 1.
Notice that the amplitudes for the first two processes
are still singular in the collinear limit, but these singu-
larities are integrable and occur very close to the edge
of the phase space. In order to obtain a reliable in-
clusive phase-space integral, we approximate the regu-
lated amplitudes in the limit t̂ ! 0 with the ansatz
a ln |t̂| + b, for each value of z, and fit the coe�cients
to the available numerical values of the amplitudes at
|t̂| > |t̂0|. The ansatz is subsequently integrated analyti-
cally in the region 0 > |t̂| > |t̂0|. The uncertainty of the
procedure is estimated by using the more general ansatz,

a ln |t̂|+ b+ ct̂ ln |t̂|+ dt̂.
Having the amplitudes for all contributions at hand, it

is necessary to actually integrate them in order to obtain
the cross section contributions. Since the e↵ect of the
top-quark mass beyond the heavy-top limit is expected
to be small, we directly evaluate the di↵erence of the
cross sections at each phase-space point:

Z ⇣
d�(N)NLO

exact � d�(N)NLO
HEFT

⌘
, (5)

rather than the cross sections themselves separately. This
has the additional advantage that ultraviolet and infrared
divergences in the form of 1/✏k poles in the dimensional
regularization parameter, ✏, as well as soft and collinear
singularities first appear at the NNLO level. Hence, for
example, the NLO contributions to the di↵erence are well-
defined separately for the virtual and real corrections.
This delay of the appearance of divergences and singu-
larities is one of the reasons for the smallness of the top-
quark mass e↵ects beyond HEFT.
Ultimately, Eq. (5) is evaluated with Monte Carlo

methods using the sector-improved residue subtrac-
tion scheme [42–44] implementation in the C++ library
Stripper. Note that it su�ces to use the subtraction
term in the square brackets of Eq. (2) in order to cancel
the IR divergences with the double real emission. Since
this subtraction term is given in terms of compact an-
alytic formulae [45], it allows for a fast and numerically
stable Monte Carlo integration. The phase space integra-
tion and PDF convolution of the r.h.s. of Eq. (2) is done
separately. Adding it to the output from Stripper can-
cels the subtraction term contribution and leads to the
final result.

RESULTS

Table I collects our main results. It shows the hadronic
cross section �

NNLO
HEFT in the HEFT approximation through

NNLO QCD, including only top-loop induced contribu-
tions and without electro-weak e↵ects, and separately
for the partonic sub-channels (qq denotes the sum over
all quark initial states). The absolute numbers are split
into the contributions from the individual orders in ↵s.
The uncertainties indicate the Monte Carlo integration
errors.

While the finite-mass e↵ects are small and positive for
the gg channel (and largely independent of the collider
energy), the relative e↵ect on the other channels is neg-
ative and much larger. For the pure quark channels, the
HEFT approximation is o↵ by more than 100% at each
perturbative order. Taken individually, this would al-
ready exhaust the uncertainty estimate associated with
the missing mass e↵ects of Ref. [1], despite the fact that
these channels contribute to the total cross section only
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t . A factor of
↵
4
s/(4⇡)

2
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Table I: E↵ects of a finite top-quark mass on the total hadronic Higgs-boson production cross section for the LHC @ 13 TeV and
8 TeV, separately for the partonic channels and including Monte Carlo integration error estimates. Results obtained with the
PDF set NNPDF31 nnlo as 0118 [46], renormalization and factorization scales µR = µF = MH/2, Higgs-boson mass MH = 125
GeV, and top-quark mass Mt =

p
23/12 ⇥ MH ⇡ 173.055 GeV. The NNLO cross section within HEFT (�NNLO

HEFT ) has been
obtained with SusHi [47, 48] and is split into contributions from the individual orders in ↵s.

channel
�
NNLO
HEFT [pb] (�NNLO

exact � �
NNLO
HEFT ) [pb]

(�NNLO
exact /�

NNLO
HEFT � 1) [%]

O(↵2
s) +O(↵3

s) +O(↵4
s) O(↵3

s) O(↵4
s)

p
s = 8TeV

gg 7.39 + 8.58 + 3.88 +0.0353 +0.0879± 0.0005 +0.62
qg 0.55 + 0.26 �0.1397 �0.0021± 0.0005 �18
qq 0.01 + 0.04 +0.0171 �0.0191± 0.0002 �4

total 7.39 + 9.15 + 4.18 �0.0873 +0.0667± 0.0007 �0.10
p
s = 13TeV

gg 16.30 + 19.64 + 8.76 +0.0345 +0.2431± 0.0020 +0.62
qg 1.49 + 0.84 �0.3696 �0.0115± 0.0010 �16
qq 0.02 + 0.10 +0.0322 �0.0501± 0.0006 �15

total 16.30 + 21.15 + 9.79 �0.3029 +0.1815± 0.0023 �0.26

at the 1-2% level. In fact, we find that the absolute val-
ues of all finite-mass e↵ects add up to about 1.5-1.6% at
NNLO. However, the cancellations among the individual
channels and perturbative orders decrease this number
to �0.1% at 8TeV, and �0.26% at 13TeV.

CONCLUSIONS AND OUTLOOK

A calculation of the hadronic Higgs production cross
section including the full top-mass dependence at NNLO

was reported. It results in a slight decrease relative to the
result in the HEFT approximation of �0.26% at 13TeV,
and �0.1% at 8TeV collider energy. This result confirms
and at the same time eliminates the commonly accepted
uncertainty estimate arising from the lack of knowledge
of these e↵ects.

Our calculational techniques are also applicable to the
bottom- and charm-loop induced terms and the associ-
ated interference with the top-loop terms. This is de-
ferred to future work.
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Figure 2. Di↵erential prediction for the O(↵3
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to the Higgs rapidity distribution.

Figure 3. Di↵erential prediction for the O(↵3
s↵

2) EW contri-
bution to the Higgs transverse momentum distribution, com-
pared to its LO HEFT counterpart.

(ignored in this work) are poised to a↵ect the shape of
the Higgs transverse momentum distributions [80].

We also report in fig. 4 on the shape of the kinematic

dependence of M
(↵3

s
↵

2)
gg!Hg

relative to that of M
(↵3

s
↵)

gg!Hg
. We

find that the dependence of this ratio with z is more
marked. In particular, we see that the ratio stabilizes
rapidly as we approach the production threshold z ! 1,
which amounts to the bulk of the relevant phase-space.
This is in line with the observation, that factorization-
like approximations provide a good approximation of the
total cross-section. For l ⇠ 0.5, the limit z ! 0 corre-
sponds to larger values of the Higgs transverse momen-

Figure 4. Plot of the quantity
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tum where we see that the two-loop EW matrix element
is of smaller magnitude than that of its tree-level HEFT
counterpart, as anticipated from the transverse momen-
tum distribution shown in fig. 3.
The factorization hypothesis of the Higgs cross-

section is
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(0)
QCD

= 1, C(1)
QCD

= 11/4. In terms of our
quantities from (1)-(4), we have:

�̃
(↵2

s
↵)

gg!H+X
= �

(HEFT,↵
2

s
↵)

gg!H+X
(7)

�̃
(↵3

s
↵)

gg!H+X
= �2C(1)

QCD
�
(HEFT,↵

2

s
↵)

gg!H+X
+ �

(HEFT,↵
3

s
↵)

gg!H+X
(8)

�EW =
�
(↵2

s
↵

2)
gg!H+X

2�
(HEFT,↵2

s
↵)

gg!H+X

, (9)

C
(1)
w

= C
(1)
QCD

+
⇣
↵s

⇡

⌘�1

0

@�
(↵3

s
↵

2)
gg!H+X

�
(↵2

s
↵2)

gg!H+X

�
�
(HEFT,↵

3

s
↵)

gg!H+X

�
(HEFT,↵2

s
↵)

gg!H+X

1

A .

(10)

For µR = µF , our exact computation thus yields:

�EW = 0.026, (11)

[Becchetti, Bonciani, Del Duca, Hirschi, Moriello, Schweitzer ’20]

Dominant light-quark contribution to gluon fusion:

Previous estimates:
‣ soft approx.

‣

‣

MH ≪ MV

MH ≫ MV

5.4 %

5.4 %

5.2 %
[Bonetti, Melnikov, Tancredi ’18]

[Anastasiou, Boughezal, Petriello ’09]

[Anastasiou, Del Duca, Furlan, Mistlberger, 
Moriello, Schweitzer, Specchia ’19]

Exact:

5.1 %
uncertainty: 
δ(EW) ∼ 0.6 %

↭{}

yH
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Figure 2: Cummulative contributions to the total relative uncertainty as a function of the
collider energy. according to eqs. (26)-(28).

In combination we find

��PP!H+X = �(PDF+↵S) + �(theory) = +3.63pb
�4.72pb

�
+7.46%
�9.7%

�
. (39)

To derive the various sources of uncertainties we followed the prescriptions
outlined above. In fig. 2 we show how the relative size of the various sources
of uncertainty varies as a function of the hadron collider energy.

In comparison to the numerical cross section predictions derived in ref. [3]
we observe only minor changes. The di↵erence arise solely due to the exact
computation of the N3LO QCD corrections in the heavy top quark e↵ective
theory obtained in ref. [16]. The deviations are well within the uncertainty
that was associated with the truncation of the threshold expansion used for
the results of ref. [3]. This particular source of uncertainty is now removed.

Finally, we use iHixs to derive state of the art predictions for the gluon
fusion Higgs production cross section at di↵erent collider energies. We strictly
follow the recommendations of [3, 4]. Figure 3 shows the state-of-the art
predictions and uncertainty estimates for the inclusive cross section obtained

18

[Dulat, Lazopoulos, Mistlberger ’18]

Sources of Uncertainties: 
Remove one source of uncertainty!

[Czakon, Harlander, Klappert, Niggetiedt ’20]

Future: 

๏ light-quark mass effects

‣ large logs to resum?

 
Reduce uncertainty:  ∼ 1 % → 0.6 %

[Becchetti, Bonciani, Del Duca, Hirschi, Moriello, Schweitzer ’20]

Future: 

๏ quark-induced EW contributions 

๏ large ?

๏  dependence in QCD amplitude? 

pH
T

mt

๏     —  more data & accurate determinations

๏   —  missing N3LO PDFs  (AP kernels)

δ(PDF + αs)

δ(PDF − TH)

G. Salam
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σN3LO
tot = 48.68 pb+2.07 pb

−3.16 pb

[Anastasiou et al. ’15] [Mistlberger ’18]

… in direction Y = 1
2 ln ( E + pz

E − pz )

๏ What is the probability of  
producing a Higgs boson?

üȴʿŒɫƌɻ Ǉʞȋȋˈ ƌǩǇǇƟɫƟȣʉǩŒȋ ´�ࠊ£

σ£ࠊ�´
ʉȴʉ = 48.68T#+2.07 T#

Ɛ3.16 T#
�ȣŒɻʉŒɻǩȴʞࢁ Ɵʉ Œȋࡱ ࢂࠌࠈࢪ �ǩɻʉȋŷƟɫǊƟɫࢁ ࢂࠏࠈࢪ

! ŒȣŒȋˈʉǩƁ ǩȣʉƟǊɫŒʉǩȴȣ ȴǇ Ǉʞȋȋ ɠǞŒɻƟ ɻɠŒƁƟ
" ȣȴ ǩȣǇȴɫȝŒʉǩȴȣ ȴȣ ˨ȣŒȋ ɻʉŒʉƟ

LO NLO

NNLO N3LO

-4 -3 -2 -1 0 1 2 3 4
0

2

4

6

8

10

12

Y

d� dY
[p
b]

LHC 13 TeV
MMHT 2014
P P -> H+X

�F=�R=
mH
2

ࡪ5ʞȋŒʉࢁ �ǩɻʉȋŷƟɫǊƟɫࡪ ßƟȋȋȴȣǩ ࢂࠏࠈࢪ

! ŒȣŒȋˈʉǩƁ ǩȣʉƟǊɫŒʉǩȴȣ ȴʻƟɫ ä+5 Ɵȝǩɻɻǩȴȣɻ
" ɠŒɫʉǩŒȋ ǩȣǇȴɫȝŒʉǩȴȣ ȴȣ ˨ȣŒȋ ɻʉŒʉƟ

ȴȣȋˈ y> ! ȣȴ ƌƟƁŒˈ ȅǩȣƟȝŒʉǩƁɻ
ȣȴ ǩȣǇȴɫȝŒʉǩȴȣ ȴȣ ˨ȣŒȋ࢙ɻʉŒʉƟ ɠŒɫʉȴȣɻ

[Dulat, Mistlberger, Pelloni ’18]

… where the Higgs decays into a pair of photons, , and the 
leading and sub-leading photon have a transverse momentum 
that is larger than 35% and 25% of the Higgs boson mass, 
respectively, and are produced within the rapidity interval 

, where the barrel-endcap region  
is excluded. Photons are further required to be isolated from 
additional QCD activity by requiring that the scalar sum of the 
transverse momenta of hadrons in a cone of  around 
the photons is less than  of the photon transverse energy .

H → γγ

|yγ | < 2.37 1.37 < |yγ | < 1.52

ΔR = 0.2
5 % ET

σpp→H
tot

dσpp→H

dσpp→H

dY⇝
⇝
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[f

b]

p p � H (� � �) + X

LO NLO NNLO

NNLOJET + RapidiX �s� = 13 TeV

LO NLO NNLO

ßæ
D�x
�x£
�æ
ĳy>
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NLO coefficient
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p p � H (� � �) + X

LO NLO NNLO

NNLOJET + RapidiX �s� = 13 TeV

LO NLO NNLO

ßæ
D�x
�x£
�æ
ĳyγ1

£�´ ƀȰƝǅ˧ƀǦƝȠʂࡩ ! ऺࠌ
££�´ ƀȰƝǅ˧ƀǦƝȠʂࡩ ! हࠌ

}
! ŒǊɫƟƟȝƟȣʉ ॸ Ǉʞȋȋ ࡩ´�££ ! ऺࠈ

�o+ ॸ 13 h2o
" pγ1

h > 0.35 ·mγγ

" pγ2
h > 0.25 ·mγγ

" |yγ | < 2.37

" ɫƟǽƟƁʉ 1.37 < |yγ | < 1.52 ࢎƟȣƌƁŒɠ࢙ŷŒɫɫƟȋࢍ
" ɛǛȰʂȰȠ ǦɵȰȈŒʂǦȰȠ ǩȣ ∆R < 0.2

↪→
∑

∆Riγ<0.2

ph,i < 0.05 · Eγ
h

dσpp→H

dσpp→H

dY

[Chen, Gehrmann, Glover, AH, Mistlberger, Pelloni ’21]

⇝

Inclusive

๏ NNLO      N3LO

๏ reduced uncertainties

๏ some “features”

× KN3LO ≉

B. Mistlberger

Fiducial (ATLAS)



FULLY DIFFERENTIAL HIGGS @ N3LO

13

0.6
0.7
0.8
0.9

1
1.1
1.2

0 0.5 1 1.5 2

NNLOJET + RapidiX �s� = 13 TeV

Ra
ti

o
to

NN
LO

|yH|

0

10

20

30

40

50

NNLOJET + RapidiX �s� = 13 TeV

d�
/d

|y
H |

[f
b]

LO
NLO
NNLO

N3LO
NNLO × KN3LO

p p � H (� � �) + XNNLOJET + RapidiX �s� = 13 TeV

LO
NLO
NNLO

N3LO
NNLO × KN3LO

dσpp→H

[Chen, Gehrmann, Glover, AH, Mistlberger, Pelloni ’21]Origin:  Linear acceptance    IR sensitivity 
“fiducial power corrections”

↭
Fiducial (ATLAS)

≤ cosh−1 ( MH

2pmin
T ) ≈ 0.9

B. Mistlberger

[Frixione, Ridolfi ’97] [Ebert, Tackmann ’19 + Michel, Stewart ’21] [Alekhin et al. ’21] 

2-body cuts, PhysTev 2021 @ Les HouchesGavin P. Salam

Linear ptH dependence of H acceptance, f(ptH) → impact on perturbative series

3

resonance such as a Z or Higgs boson. Refs. [1–3] noted that the common practice at

the time, of applying identical minimum thresholds on the transverse momenta of the two

objects (“symmetric cuts”), led to sensitivity to configurations with a small transverse

momentum imbalance between the two objects, where perturbative calculations could be

a↵ected by enhanced (though integrable) logarithms of the imbalance. Ultimately, the

discussions in those papers resulted in the widespread adoption of so-called “asymmetric”

cuts whereby one chooses di↵erent transverse-momentum thresholds for the harder and

softer of the two jets.

In recent years, QCD calculations have made amazing strides in accuracy (for a review,

see Ref. [4]), reaching N3LO precision for key 2 ! 1 processes, both inclusively [5–8]

and di↵erential in the rapidity [9, 10] and in the full decay kinematics [11–13]. As the

calculations have moved forwards, an intriguing situation has arisen in the context of gluon-

fusion Higgs production studies, where the calculations are arguably the most advanced.

For this process, inclusive cross sections and cross sections di↵erential in the Higgs boson

rapidity show a perturbative series that converges well at N3LO. However, calculations for

fiducial cross sections, which include asymmetric experimental cuts on the photons from

H ! �� decays, show poorer convergence and significantly larger scale uncertainties [11,

12]. Furthermore, it turns out that to obtain the correct N3LO prediction, it is necessary

to integrate over Higgs boson transverse momenta that are well below a GeV, which is

physically unsettling (albeit reminiscent of the early observations in Ref. [1–3]).

Refs. [12, 14] have noted that such problems (which appear to be present to a lesser

extent also in the context of Drell-Yan studies) are connected with the fact that both

asymmetric and symmetric cuts yield an acceptance for H ! �� decays, f(pt,h), that has

a linear dependence on the Higgs boson transverse momentum pt,h [15, 16]:

f(pt,h) = f0 + f1 ·
pt,h

mh

+O

 
p
2
t,h

m2
h

!
. (1.1)

In section 2, concentrating on the H ! �� case, we will review how this linear depen-

dence arises and we will also examine its impact on the perturbative series with a simple

resummation-inspired toy model for its all-order structure. That model implies that any

power-law dependence of the acceptance for pt,h ! 0 results in a perturbative series for the

fiducial cross section that diverges (�1)n↵n
sn!, i.e. an alternating-sign factorial divergence,

coming predominantly from very low pt,h values.

Factorial growth implies that, however small the value of ↵s, the perturbative series will

never converge. Non-convergence of the series is a well known feature of QCD, notably be-

cause of the same-sign factorial growth induced by infrared QCD renormalons [17]. In that

context, the smallest term in the series is often taken as a fundamental non-perturbative

ambiguity. The alternating-sign factorial growth that we see is di↵erent, in that the sum

of all terms can be made meaningful, with the help of resummation. However, fixed-order

perturbative calculations still cannot reproduce that sum to better than the smallest term

in the series. As is commonly done with infrared renormalon calculations, one can express

the size of the smallest term in the series as a power of (⇤/mh), where ⇤ ⌘ ⇤qcd ⇠ 0.2 GeV

is the fundamental infrared scale of QCD. The power that emerges with standard H ! ��

– 2 –

Contents

�fid =

Z
d�dl

dpt,h
f(pt,h)dpt,h (0.1)

= �tot

"
f0 + f1

1X

n=1

(�1)
n+1 (2n)!

2(n!)

✓
2CA↵s

⇡

◆n

+ · · ·
#

(0.2)

– 1 –

Contents

�fid =

Z
d�dl

dpt,h
f(pt,h)dpt,h (0.1)

= �tot

"
f0 + f1

1X

n=1

(�1)
n+1 (2n)!

2(n!)

✓
2CA↵s

⇡

◆n

+ · · ·
#

(0.2)

d�dl

dpt,h
=

�tot
pt,h

1X

n=1

(�1)
n�1

2 log
2n�1 mh

2pt,h

(n� 1)!

✓
2CA↵s

⇡

◆n

(0.3)

– 1 –

re
so
na
nc
e
su
ch

as
a
Z
or
Hi
gg
s
bo
so
n.

Re
fs.

[1
–3
] n
ot
ed

th
at
th
e
co
m
m
on

pr
ac
tic
e
at

th
e
tim

e,
of
ap
pl
yi
ng
id
en
tic
al
m
in
im
um

th
re
sh
ol
ds
on
th
e
tr
an
sv
er
se
m
om
en
ta
of
th
e
tw
o

ob
jec
ts
(“
sy
m
m
et
ric

cu
ts
”)
,
led

to
se
ns
iti
vi
ty
to
co
nfi
gu
ra
tio
ns
wi
th
a
sm
al
l t
ra
ns
ve
rs
e

m
om
en
tu
m
im
ba
la
nc
e
be
tw
ee
n
th
e
tw
o
ob
jec
ts
, w
he
re
pe
rt
ur
ba
tiv
e
ca
lcu
la
tio
ns
co
ul
d
be

a↵
ec
te
d
by

en
ha
nc
ed

(t
ho
ug
h
in
te
gr
ab
le)

lo
ga
rit
hm
s
of
th
e
im
ba
la
nc
e.

Ul
tim

at
ely
,
th
e

di
sc
us
sio
ns
in
th
os
e
pa
pe
rs
re
su
lte
d
in
th
e
wi
de
sp
re
ad
ad
op
tio
n
of
so
-c
al
led

“a
sy
m
m
et
ric
”

cu
ts
wh
er
eb
y
on
e
ch
oo
se
s
di
↵e
re
nt
tr
an
sv
er
se
-m
om
en
tu
m
th
re
sh
ol
ds
fo
r
th
e
ha
rd
er
an
d

so
fte
r o
f t
he
tw
o
jet
s.

In
re
ce
nt
ye
ar
s,
Q
CD

ca
lcu
la
tio
ns
ha
ve
m
ad
e a
m
az
in
g
st
rid
es
in
ac
cu
ra
cy
(fo
r a
re
vi
ew
,

se
e
Re
f.
[4
]),

re
ac
hi
ng

N3
LO

pr
ec
isi
on

fo
r
ke
y
2
!

1
pr
oc
es
se
s,
bo
th

in
clu
siv
ely

[5
–8
]

an
d
di
↵e
re
nt
ia
l i
n
th
e
ra
pi
di
ty
[9
, 1
0]
an
d
in
th
e
fu
ll
de
ca
y
ki
ne
m
at
ics

[1
1–
13
].
As

th
e

ca
lcu
la
tio
ns
ha
ve
m
ov
ed
fo
rw
ar
ds
, a
n
in
tr
ig
ui
ng
sit
ua
tio
n
ha
s a
ris
en
in
th
e c
on
te
xt
of
gl
uo
n-

fu
sio
n
Hi
gg
s
pr
od
uc
tio
n
st
ud
ies
, w
he
re
th
e
ca
lcu
la
tio
ns
ar
e
ar
gu
ab
ly
th
e
m
os
t
ad
va
nc
ed
.

Fo
r t
hi
s p
ro
ce
ss
, i
nc
lu
siv
e
cr
os
s s
ec
tio
ns
an
d
cr
os
s s
ec
tio
ns
di
↵e
re
nt
ia
l i
n
th
e
Hi
gg
s b
os
on

ra
pi
di
ty
sh
ow

a
pe
rt
ur
ba
tiv
e s
er
ies

th
at
co
nv
er
ge
s w
ell
at
N3
LO
. H
ow
ev
er
, c
al
cu
la
tio
ns
fo
r

fid
uc
ia
l c
ro
ss
se
ct
io
ns
, w
hi
ch
in
clu
de
as
ym
m
et
ric

ex
pe
rim

en
ta
l c
ut
s
on

th
e
ph
ot
on
s
fro
m

H

!

�
�
de
ca
ys
, s
ho
w
po
or
er
co
nv
er
ge
nc
e
an
d
sig
ni
fic
an
tly

la
rg
er
sc
al
e
un
ce
rt
ai
nt
ies

[1
1,

12
].
Fu
rt
he
rm
or
e,
it
tu
rn
s o
ut
th
at
to
ob
ta
in
th
e
co
rr
ec
t N

3L
O
pr
ed
ict
io
n,
it
is
ne
ce
ss
ar
y

to
in
te
gr
at
e
ov
er
Hi
gg
s
bo
so
n
tr
an
sv
er
se
m
om
en
ta
th
at
ar
e
we
ll
be
low

a
G
eV
, w

hi
ch
is

ph
ys
ica
lly

un
se
tt
lin
g
(a
lb
eit

re
m
in
isc
en
t o
f t
he
ea
rly

ob
se
rv
at
io
ns
in
Re
f.
[1
–3
]).

Re
fs.
[1
2,
14
] h
av
e
no
te
d
th
at
su
ch
pr
ob
lem

s
(w
hi
ch
ap
pe
ar
to
be
pr
es
en
t
to
a
les
se
r

ex
te
nt
al
so
in
th
e
co
nt
ex
t
of
D
re
ll-
Ya
n
st
ud
ies
)
ar
e
co
nn
ec
te
d
wi
th
th
e
fa
ct
th
at
bo
th

as
ym
m
et
ric

an
d
sy
m
m
et
ric

cu
ts
yi
eld

an
ac
ce
pt
an
ce
fo
r H

!

�
�
de
ca
ys
, f
(p t

,h
),
th
at
ha
s

a
lin
ea
r d
ep
en
de
nc
e
on
th
e
Hi
gg
s b
os
on
tr
an
sv
er
se
m
om
en
tu
m
p t
,h

[1
5,
16
]:

f
(p t

,h
) =

f 0
+
f 1
·

p t
,h

m
h

+
O

 p
2
t,
h

m
2
h

!
.

(1
.1
)

In
se
ct
io
n
2,
co
nc
en
tr
at
in
g
on

th
e
H

!

�
�
ca
se
, w

e
wi
ll
re
vi
ew

ho
w
th
is
lin
ea
r
de
pe
n-

de
nc
e
ar
ise
s
an
d
we

wi
ll
al
so
ex
am
in
e
its

im
pa
ct
on
th
e
pe
rt
ur
ba
tiv
e
se
rie
s
wi
th
a
sim

pl
e

re
su
m
m
at
io
n-
in
sp
ire
d
to
y
m
od
el
fo
r
its

al
l-o
rd
er
st
ru
ct
ur
e.
Th
at
m
od
el
im
pl
ies

th
at
an
y

po
we
r-l
aw

de
pe
nd
en
ce
of
th
e a
cc
ep
ta
nc
e f
or
p t
,h

!

0
re
su
lts
in
a
pe
rt
ur
ba
tiv
e s
er
ies
fo
r t
he

fid
uc
ia
l c
ro
ss
se
ct
io
n
th
at
di
ve
rg
es
(�
1)
n ↵

n
s
n
!,
i.e
. a
n
al
te
rn
at
in
g-
sig
n
fa
ct
or
ia
l d
iv
er
ge
nc
e,

co
m
in
g
pr
ed
om
in
an
tly

fro
m
ve
ry
low

p t
,h

va
lu
es
.

Fa
ct
or
ia
l g
ro
wt
h
im
pl
ies
th
at
, h
ow
ev
er
sm
al
l t
he
va
lu
e o
f ↵

s
, t
he
pe
rt
ur
ba
tiv
e s
er
ies
wi
ll

ne
ve
r c
on
ve
rg
e.
No
n-
co
nv
er
ge
nc
e o
f t
he
se
rie
s i
s a

we
ll
kn
ow
n
fea
tu
re
of
Q
CD

, n
ot
ab
ly
be
-

ca
us
e o
f t
he
sa
m
e-
sig
n
fa
ct
or
ia
l g
ro
wt
h
in
du
ce
d
by
in
fra
re
d
Q
CD

re
no
rm
al
on
s [
17
].
In
th
at

co
nt
ex
t,
th
e
sm
al
les
t
te
rm

in
th
e
se
rie
s
is
of
te
n
ta
ke
n
as
a
fu
nd
am
en
ta
l n
on
-p
er
tu
rb
at
iv
e

am
bi
gu
ity
.
Th
e
al
te
rn
at
in
g-
sig
n
fa
ct
or
ia
l g
ro
wt
h
th
at
we

se
e
is
di
↵e
re
nt
, i
n
th
at
th
e
su
m

of
al
l t
er
m
s c
an
be
m
ad
e
m
ea
ni
ng
fu
l,
wi
th
th
e
he
lp
of
re
su
m
m
at
io
n.
Ho
we
ve
r,
fix
ed
-o
rd
er

pe
rt
ur
ba
tiv
e
ca
lcu
la
tio
ns
st
ill
ca
nn
ot
re
pr
od
uc
e
th
at
su
m
to
be
tt
er
th
an
th
e
sm
al
les
t t
er
m

in
th
e
se
rie
s.
As

is
co
m
m
on
ly
do
ne
wi
th
in
fra
re
d
re
no
rm
al
on
ca
lcu
la
tio
ns
, o
ne
ca
n
ex
pr
es
s

th
e s
ize

of
th
e s
m
al
les
t t
er
m
in
th
e s
er
ies
as
a
po
we
r o
f (
⇤/
m
h
),
wh
er
e ⇤

⌘
⇤ q

c
d

⇠
0.
2
G
eV

is
th
e f
un
da
m
en
ta
l i
nf
ra
re
d
sc
al
e o
f Q
CD

. T
he
po
we
r t
ha
t e
m
er
ge
s w

ith
st
an
da
rd
H
!

�
�

–
2
–

∝ n!

See e.g. Frixione & Ridolfi ‘97 
Ebert & Tackmann ’19 

idem + Michel & Stewart ‘20 
Alekhin et al ‘20

Growth

“with cuts” / “no cuts”

[from slides by Salam, Les Houches ’21]

iii. ÷¥¥÷÷÷:
1
2 |Δy(γ1, γ2) |

yH

yγ2 = − 2.37

yγ2 = + 2.37

yγ1 = − 2.37

yγ1 = + 2.37

Born acceptance

≲ 0.9 @ pH
T → 0



FULLY DIFFERENTIAL HIGGS @ N3LO

13

0.6
0.7
0.8
0.9

1
1.1
1.2

0 0.5 1 1.5 2

NNLOJET + RapidiX �s� = 13 TeV

Ra
ti

o
to

NN
LO

|yH|

0

10

20

30

40

50

NNLOJET + RapidiX �s� = 13 TeV

d�
/d

|y
H |

[f
b]

LO
NLO
NNLO

N3LO
NNLO × KN3LO

p p � H (� � �) + XNNLOJET + RapidiX �s� = 13 TeV

LO
NLO
NNLO

N3LO
NNLO × KN3LO

dσpp→H
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“fiducial power corrections”

↭
Fiducial (ATLAS)

≤ cosh−1 ( MH

2pmin
T ) ≈ 0.9

B. Mistlberger

[Frixione, Ridolfi ’97] [Ebert, Tackmann ’19 + Michel, Stewart ’21] [Alekhin et al. ’21] 

2-body cuts, PhysTev 2021 @ Les HouchesGavin P. Salam

Linear ptH dependence of H acceptance, f(ptH) → impact on perturbative series

3

resonance such as a Z or Higgs boson. Refs. [1–3] noted that the common practice at

the time, of applying identical minimum thresholds on the transverse momenta of the two

objects (“symmetric cuts”), led to sensitivity to configurations with a small transverse

momentum imbalance between the two objects, where perturbative calculations could be

a↵ected by enhanced (though integrable) logarithms of the imbalance. Ultimately, the

discussions in those papers resulted in the widespread adoption of so-called “asymmetric”

cuts whereby one chooses di↵erent transverse-momentum thresholds for the harder and

softer of the two jets.

In recent years, QCD calculations have made amazing strides in accuracy (for a review,

see Ref. [4]), reaching N3LO precision for key 2 ! 1 processes, both inclusively [5–8]

and di↵erential in the rapidity [9, 10] and in the full decay kinematics [11–13]. As the

calculations have moved forwards, an intriguing situation has arisen in the context of gluon-

fusion Higgs production studies, where the calculations are arguably the most advanced.

For this process, inclusive cross sections and cross sections di↵erential in the Higgs boson

rapidity show a perturbative series that converges well at N3LO. However, calculations for

fiducial cross sections, which include asymmetric experimental cuts on the photons from

H ! �� decays, show poorer convergence and significantly larger scale uncertainties [11,

12]. Furthermore, it turns out that to obtain the correct N3LO prediction, it is necessary

to integrate over Higgs boson transverse momenta that are well below a GeV, which is

physically unsettling (albeit reminiscent of the early observations in Ref. [1–3]).

Refs. [12, 14] have noted that such problems (which appear to be present to a lesser

extent also in the context of Drell-Yan studies) are connected with the fact that both

asymmetric and symmetric cuts yield an acceptance for H ! �� decays, f(pt,h), that has

a linear dependence on the Higgs boson transverse momentum pt,h [15, 16]:

f(pt,h) = f0 + f1 ·
pt,h

mh

+O

 
p
2
t,h

m2
h

!
. (1.1)

In section 2, concentrating on the H ! �� case, we will review how this linear depen-

dence arises and we will also examine its impact on the perturbative series with a simple

resummation-inspired toy model for its all-order structure. That model implies that any

power-law dependence of the acceptance for pt,h ! 0 results in a perturbative series for the

fiducial cross section that diverges (�1)n↵n
sn!, i.e. an alternating-sign factorial divergence,

coming predominantly from very low pt,h values.

Factorial growth implies that, however small the value of ↵s, the perturbative series will

never converge. Non-convergence of the series is a well known feature of QCD, notably be-

cause of the same-sign factorial growth induced by infrared QCD renormalons [17]. In that

context, the smallest term in the series is often taken as a fundamental non-perturbative

ambiguity. The alternating-sign factorial growth that we see is di↵erent, in that the sum

of all terms can be made meaningful, with the help of resummation. However, fixed-order

perturbative calculations still cannot reproduce that sum to better than the smallest term

in the series. As is commonly done with infrared renormalon calculations, one can express

the size of the smallest term in the series as a power of (⇤/mh), where ⇤ ⌘ ⇤qcd ⇠ 0.2 GeV

is the fundamental infrared scale of QCD. The power that emerges with standard H ! ��
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“with cuts” / “no cuts”

[from slides by Salam, Les Houches ’21]
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3

group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL0 (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop � function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(�m

2

H
� i0)/µ2)], which are resummed by using an

imaginary boundary scale µH = �imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W

(0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2

H
, µFO)


W (qT , Y )

H(m2

H
, µFO)

�

FO

, (11)

and analogously for d�nons
/dqT . The ratio in square

brackets is expanded to fixed order in ↵s(µFO), while
H(m2

H
, µFO) in front is evolved from µH to µFO at the

same order as in Eq. (10). This yields substantial im-
provements up to qT ⇠ 200GeV, which is not unex-
pected, as W

(2) will contain H in parts of its factor-
ization. (Beyond qT

>
⇠ 200GeV, a dynamic hard scale

⇠ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coe�cients of d�nons
/dqT for qT > 0

are obtained as

d�nons

FO

dqT
=

d�FO1

dqT
�

d�sing

FO

dqT
. (12)

At NnLO (⌘ NnLO0), or O(↵n

s
) relative to the LO Born

cross section, we need the full spectrum at Nn�1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;⇥), allowing us
to reach 10�4 relative precision down to qT = 0.1GeV
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FIG. 1. The gg ! H qT spectrum up to N3LL0+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

d�

dqT
=

d�sing

dqT
+

d�nons

dqT
. (13)

While for qT ⌧ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ⇠ mH . To obtain a valid pre-
diction there, the qT resummation is switched o↵, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = ⌫S,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT ⌧ mH and smoothly turn it o↵ toward qT ⇠ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (�FO), qT resummation (�qT ),
timelike resummation (�'), and matching uncertainties
(�match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-

[Billis, Dehnadi, Ebert, Michel, Tackmann ’21]
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Figure 8. ATLAS data [98] against matched predictions at N3LL+NNLO (red) and N3LL0+NNLO (blue)
for the fiducial p��

t
spectrum. Theoretical predictions are rescaled by KrEFT = 1.06584. The x axis is linear

up to p��
t

= 50 GeV and logarithmic above.

distortion with respect to N3LL predictions is more modest in the Higgs case with respect to Drell-
Yan production, partly owing to the chosen central-scale setup; moreover, the induced K-factor is
fairly close to unity at this order, which is sign of a good perturbative convergence. Overall, N3LL0

predictions feature a significant reduction in theoretical uncertainty in comparison to N3LL ones,
especially in the low-p��

t
region dominated by resummation. Residual uncertainty is as low as 5 - 7%

below 10 GeV, and in the matched case it never exceeds 10% below 40 GeV.
Finally, in Figure 8 we show a comparison of theoretical predictions for the fiducial p��

t
spec-

trum at N3LL +NNLO (red) and N3LL0+NNLO (blue) level, with recoil effects, against ATLAS
preliminary data [98]. Theoretical predictions, based on central scales R = F = Q = 1/2, have
been rescaled by a factor KrEFT = 1.06584 to account for the exact top-quark mass dependence at
LO.

6 Conclusion

In this article we have presented state-of-the-art differential predictions relevant for colour-singlet
hadro-production at the LHC within the RadISH framework, up to N3LL0+NNLO order. Such a
level of accuracy in the resummed component is reached by supplementing the previously available
N3LL result with the complete set of constant terms of relative order O(↵3

s
) with respect to the Born

level. We have documented in detail how the inclusion of such terms is achieved in RadISH, as well
as the validation we have performed to confirm the correctness of their numerical implementation.
In this article we have focused on neutral Drell-Yan and Higgs production, although we stress that
the formalism used here can be straightforwardly applied to the charged Drell-Yan case as well.

We have assessed the behaviour of ‘primed’ predictions in inclusive Drell-Yan and Higgs produc-
tion in a comparison of two different NNLL0 prescriptions (including or not higher-order running-
coupling effects, respectively) with N3LL. This has given us confidence on the mutual consistency
of the two ‘primed’ results, and on the reliability of their quoted uncertainty bands, in view of
comparing results based on N3LL0 predictions with experimental data. In particular, in all consid-
ered cases are the NNLL0 uncertainty bands capable of encompassing the N3LL central prediction,
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fixed N3LO (this work) and including resummation (also this
work), where �resum ⌘ �qT � �' � �match, compared to
preliminary ATLAS measurements [26].

include them in the subtractions (and to resum them).
The remaining nonsingular corrections at ↵

3
s
are about

10 times larger than at ↵
2
s
, and at q

cut

T
= 1–5GeV still

contribute 5%–10% of the total ↵3
s
coe�cient. Together

with the current precision of the nonsingular data, this
makes the above di↵erential subtraction procedure essen-
tial to our results.

Evaluating Eq. (15) either at fixed order or including
resummation, we obtain our final results for the total
fiducial cross section presented in Fig. 3. The poor con-
vergence at fixed order is largely due to the fiducial power
corrections. To see this,

�
FO

incl
= 13.80 [1 + 1.291 + 0.783 + 0.299] pb ,

�
FO

fid
/B�� = 6.928 [1 + (1.300 + 0.129fpc)

+ (0.784� 0.061fpc)

+ (0.331 + 0.150fpc)] pb . (17)

The successive terms are the contributions from each or-
der in ↵s. The numbers with “fpc” subscript are the
contributions of the fiducial power corrections in Eq. (7)
integrated over qT  130GeV. The corrections with-
out them are almost identical to the inclusive case. The
fiducial power corrections break this would-be universal
acceptance e↵ect, causing a 10% correction at NLO and
NNLO and a 50% correction at N3LO and showing no
perturbative convergence.

Integrating W
(0) over qT , all qT logarithms and re-

summation e↵ects formally have to cancel. (Numerically,
this strongly depends on the specific implementation of
resummation and matching. We have verified explicitly
that it is well satisfied in our approach.) For the fiducial
power corrections, the nontrivial qT dependence of the
acceptance spoils this cancellation and induces residual
logarithmic dependence on pL/mH in the integral. This
causes the large corrections in Eq. (17), which get re-
summed using the resummed �

sing in Eq. (15). Together

with timelike resummation, this leads to the excellent
convergence of the resummed results in Fig. 3, very sim-
ilar to the inclusive case [73],

�incl = 24.16 [1 + 0.756 + 0.207 + 0.024] pb ,

�fid/B�� = 12.89 [1 + 0.749 + 0.171 + 0.053] pb . (18)

To conclude, our best result for the fiducial Higgs cross
section at N3LL0+N3LO for the cuts in Eq. (1) reads

�fid/B�� = (25.41± 0.59FO ± 0.21qT ± 0.17'

± 0.06match ± 0.20nons) pb

= (25.41± 0.68pert) pb . (19)

Multiplying by B�� = (2.270± 0.047)⇥ 10�3 [107–109],

�fid = 57.69 (1± 2.7%pert ± 2.1%B (20)

± 3.2%PDF+↵s ± 2%EW ± 2%t,b,c) fb ,

where we also included approximations of additional un-
certainties. The PDF+↵s uncertainty is taken from the
inclusive case [24, 109]. For the inclusive cross section,
NLO electroweak e↵ects give a +5% correction [110],
while the net e↵ect of finite top-mass, bottom, and charm
contributions is�5% (in the pole scheme we use). We can
expect roughly similar acceptance corrections for both,
and therefore keep the central result unchanged but in-
clude a conservative 2% uncertainty (40% of the expected
correction) for each e↵ect. Their proper treatment re-
quires incorporating them into the resummation frame-
work, which we leave for future work.
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aware of complementary work computing fiducial ra-
pidity spectra in Higgs production at N3LO using the
Projection-to-Born approach [111]. The perturbative in-
stabilities observed there are avoided here by resumming
the responsible fiducial power corrections.
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group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL0 (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop � function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(�m

2

H
� i0)/µ2)], which are resummed by using an

imaginary boundary scale µH = �imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W

(0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2

H
, µFO)


W (qT , Y )

H(m2

H
, µFO)

�

FO

, (11)

and analogously for d�nons
/dqT . The ratio in square

brackets is expanded to fixed order in ↵s(µFO), while
H(m2

H
, µFO) in front is evolved from µH to µFO at the

same order as in Eq. (10). This yields substantial im-
provements up to qT ⇠ 200GeV, which is not unex-
pected, as W

(2) will contain H in parts of its factor-
ization. (Beyond qT

>
⇠ 200GeV, a dynamic hard scale

⇠ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coe�cients of d�nons
/dqT for qT > 0

are obtained as

d�nons

FO

dqT
=

d�FO1

dqT
�

d�sing

FO

dqT
. (12)

At NnLO (⌘ NnLO0), or O(↵n

s
) relative to the LO Born

cross section, we need the full spectrum at Nn�1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;⇥), allowing us
to reach 10�4 relative precision down to qT = 0.1GeV
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FIG. 1. The gg ! H qT spectrum up to N3LL0+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

d�

dqT
=

d�sing

dqT
+

d�nons

dqT
. (13)

While for qT ⌧ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ⇠ mH . To obtain a valid pre-
diction there, the qT resummation is switched o↵, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = ⌫S,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT ⌧ mH and smoothly turn it o↵ toward qT ⇠ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (�FO), qT resummation (�qT ),
timelike resummation (�'), and matching uncertainties
(�match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-
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include them in the subtractions (and to resum them).
The remaining nonsingular corrections at ↵

3
s
are about

10 times larger than at ↵
2
s
, and at q

cut

T
= 1–5GeV still

contribute 5%–10% of the total ↵3
s
coe�cient. Together

with the current precision of the nonsingular data, this
makes the above di↵erential subtraction procedure essen-
tial to our results.

Evaluating Eq. (15) either at fixed order or including
resummation, we obtain our final results for the total
fiducial cross section presented in Fig. 3. The poor con-
vergence at fixed order is largely due to the fiducial power
corrections. To see this,

�
FO

incl
= 13.80 [1 + 1.291 + 0.783 + 0.299] pb ,

�
FO

fid
/B�� = 6.928 [1 + (1.300 + 0.129fpc)

+ (0.784� 0.061fpc)

+ (0.331 + 0.150fpc)] pb . (17)

The successive terms are the contributions from each or-
der in ↵s. The numbers with “fpc” subscript are the
contributions of the fiducial power corrections in Eq. (7)
integrated over qT  130GeV. The corrections with-
out them are almost identical to the inclusive case. The
fiducial power corrections break this would-be universal
acceptance e↵ect, causing a 10% correction at NLO and
NNLO and a 50% correction at N3LO and showing no
perturbative convergence.

Integrating W
(0) over qT , all qT logarithms and re-

summation e↵ects formally have to cancel. (Numerically,
this strongly depends on the specific implementation of
resummation and matching. We have verified explicitly
that it is well satisfied in our approach.) For the fiducial
power corrections, the nontrivial qT dependence of the
acceptance spoils this cancellation and induces residual
logarithmic dependence on pL/mH in the integral. This
causes the large corrections in Eq. (17), which get re-
summed using the resummed �

sing in Eq. (15). Together

with timelike resummation, this leads to the excellent
convergence of the resummed results in Fig. 3, very sim-
ilar to the inclusive case [73],

�incl = 24.16 [1 + 0.756 + 0.207 + 0.024] pb ,

�fid/B�� = 12.89 [1 + 0.749 + 0.171 + 0.053] pb . (18)

To conclude, our best result for the fiducial Higgs cross
section at N3LL0+N3LO for the cuts in Eq. (1) reads

�fid/B�� = (25.41± 0.59FO ± 0.21qT ± 0.17'

± 0.06match ± 0.20nons) pb

= (25.41± 0.68pert) pb . (19)

Multiplying by B�� = (2.270± 0.047)⇥ 10�3 [107–109],

�fid = 57.69 (1± 2.7%pert ± 2.1%B (20)

± 3.2%PDF+↵s ± 2%EW ± 2%t,b,c) fb ,

where we also included approximations of additional un-
certainties. The PDF+↵s uncertainty is taken from the
inclusive case [24, 109]. For the inclusive cross section,
NLO electroweak e↵ects give a +5% correction [110],
while the net e↵ect of finite top-mass, bottom, and charm
contributions is�5% (in the pole scheme we use). We can
expect roughly similar acceptance corrections for both,
and therefore keep the central result unchanged but in-
clude a conservative 2% uncertainty (40% of the expected
correction) for each e↵ect. Their proper treatment re-
quires incorporating them into the resummation frame-
work, which we leave for future work.
Acknowledgments. We are grateful to Xuan Chen for

providing us with the NNLOjet results and for commu-
nication about them. We would also like to thank our
ATLAS colleagues for their e↵orts in making the prelim-
inary results of Ref. [26] publicly available. This work
was supported in part by the O�ce of Nuclear Physics of
the U.S. Department of Energy under Contract No. DE-
SC0011090 and within the framework of the TMD Topi-
cal Collaboration, the Deutsche Forschungsgemeinschaft
(DFG) under Germany’s Excellence Strategy – EXC 2121
“Quantum Universe” – 390833306, and the PIER Ham-
burg Seed Project PHM-2019-01.
Note added. While finalizing this work, we became

aware of complementary work computing fiducial ra-
pidity spectra in Higgs production at N3LO using the
Projection-to-Born approach [111]. The perturbative in-
stabilities observed there are avoided here by resumming
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Linear ptH dependence of H acceptance, f(ptH) → impact on perturbative series

3

resonance such as a Z or Higgs boson. Refs. [1–3] noted that the common practice at

the time, of applying identical minimum thresholds on the transverse momenta of the two

objects (“symmetric cuts”), led to sensitivity to configurations with a small transverse

momentum imbalance between the two objects, where perturbative calculations could be

a↵ected by enhanced (though integrable) logarithms of the imbalance. Ultimately, the

discussions in those papers resulted in the widespread adoption of so-called “asymmetric”

cuts whereby one chooses di↵erent transverse-momentum thresholds for the harder and

softer of the two jets.

In recent years, QCD calculations have made amazing strides in accuracy (for a review,

see Ref. [4]), reaching N3LO precision for key 2 ! 1 processes, both inclusively [5–8]

and di↵erential in the rapidity [9, 10] and in the full decay kinematics [11–13]. As the

calculations have moved forwards, an intriguing situation has arisen in the context of gluon-

fusion Higgs production studies, where the calculations are arguably the most advanced.

For this process, inclusive cross sections and cross sections di↵erential in the Higgs boson

rapidity show a perturbative series that converges well at N3LO. However, calculations for

fiducial cross sections, which include asymmetric experimental cuts on the photons from

H ! �� decays, show poorer convergence and significantly larger scale uncertainties [11,

12]. Furthermore, it turns out that to obtain the correct N3LO prediction, it is necessary

to integrate over Higgs boson transverse momenta that are well below a GeV, which is

physically unsettling (albeit reminiscent of the early observations in Ref. [1–3]).

Refs. [12, 14] have noted that such problems (which appear to be present to a lesser

extent also in the context of Drell-Yan studies) are connected with the fact that both

asymmetric and symmetric cuts yield an acceptance for H ! �� decays, f(pt,h), that has

a linear dependence on the Higgs boson transverse momentum pt,h [15, 16]:

f(pt,h) = f0 + f1 ·
pt,h

mh

+O

 
p
2
t,h

m2
h

!
. (1.1)

In section 2, concentrating on the H ! �� case, we will review how this linear depen-

dence arises and we will also examine its impact on the perturbative series with a simple

resummation-inspired toy model for its all-order structure. That model implies that any

power-law dependence of the acceptance for pt,h ! 0 results in a perturbative series for the

fiducial cross section that diverges (�1)n↵n
sn!, i.e. an alternating-sign factorial divergence,

coming predominantly from very low pt,h values.

Factorial growth implies that, however small the value of ↵s, the perturbative series will

never converge. Non-convergence of the series is a well known feature of QCD, notably be-

cause of the same-sign factorial growth induced by infrared QCD renormalons [17]. In that

context, the smallest term in the series is often taken as a fundamental non-perturbative

ambiguity. The alternating-sign factorial growth that we see is di↵erent, in that the sum

of all terms can be made meaningful, with the help of resummation. However, fixed-order

perturbative calculations still cannot reproduce that sum to better than the smallest term

in the series. As is commonly done with infrared renormalon calculations, one can express

the size of the smallest term in the series as a power of (⇤/mh), where ⇤ ⌘ ⇤qcd ⇠ 0.2 GeV

is the fundamental infrared scale of QCD. The power that emerges with standard H ! ��
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resonance such as a Z or Higgs boson. Refs. [1–3] noted that the common practice at

the time, of applying identical minimum thresholds on the transverse momenta of the two

objects (“symmetric cuts”), led to sensitivity to configurations with a small transverse

momentum imbalance between the two objects, where perturbative calculations could be

a↵ected by enhanced (though integrable) logarithms of the imbalance. Ultimately, the

discussions in those papers resulted in the widespread adoption of so-called “asymmetric”

cuts whereby one chooses di↵erent transverse-momentum thresholds for the harder and

softer of the two jets.

In recent years, QCD calculations have made amazing strides in accuracy (for a review,

see Ref. [4]), reaching N3LO precision for key 2 ! 1 processes, both inclusively [5–8]

and di↵erential in the rapidity [9, 10] and in the full decay kinematics [11–13]. As the

calculations have moved forwards, an intriguing situation has arisen in the context of gluon-

fusion Higgs production studies, where the calculations are arguably the most advanced.

For this process, inclusive cross sections and cross sections di↵erential in the Higgs boson

rapidity show a perturbative series that converges well at N3LO. However, calculations for

fiducial cross sections, which include asymmetric experimental cuts on the photons from

H ! �� decays, show poorer convergence and significantly larger scale uncertainties [11,

12]. Furthermore, it turns out that to obtain the correct N3LO prediction, it is necessary

to integrate over Higgs boson transverse momenta that are well below a GeV, which is

physically unsettling (albeit reminiscent of the early observations in Ref. [1–3]).

Refs. [12, 14] have noted that such problems (which appear to be present to a lesser

extent also in the context of Drell-Yan studies) are connected with the fact that both

asymmetric and symmetric cuts yield an acceptance for H ! �� decays, f(pt,h), that has

a linear dependence on the Higgs boson transverse momentum pt,h [15, 16]:

f(pt,h) = f0 + f1 ·
pt,h

mh

+O

 
p
2
t,h

m2
h

!
. (1.1)

In section 2, concentrating on the H ! �� case, we will review how this linear depen-

dence arises and we will also examine its impact on the perturbative series with a simple

resummation-inspired toy model for its all-order structure. That model implies that any

power-law dependence of the acceptance for pt,h ! 0 results in a perturbative series for the

fiducial cross section that diverges (�1)n↵n
sn!, i.e. an alternating-sign factorial divergence,

coming predominantly from very low pt,h values.

Factorial growth implies that, however small the value of ↵s, the perturbative series will

never converge. Non-convergence of the series is a well known feature of QCD, notably be-

cause of the same-sign factorial growth induced by infrared QCD renormalons [17]. In that

context, the smallest term in the series is often taken as a fundamental non-perturbative

ambiguity. The alternating-sign factorial growth that we see is di↵erent, in that the sum

of all terms can be made meaningful, with the help of resummation. However, fixed-order

perturbative calculations still cannot reproduce that sum to better than the smallest term

in the series. As is commonly done with infrared renormalon calculations, one can express

the size of the smallest term in the series as a power of (⇤/mh), where ⇤ ⌘ ⇤qcd ⇠ 0.2 GeV

is the fundamental infrared scale of QCD. The power that emerges with standard H ! ��
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resonance such as a Z or Higgs boson. Refs. [1–3] noted that the common practice at

the time, of applying identical minimum thresholds on the transverse momenta of the two

objects (“symmetric cuts”), led to sensitivity to configurations with a small transverse

momentum imbalance between the two objects, where perturbative calculations could be

a↵ected by enhanced (though integrable) logarithms of the imbalance. Ultimately, the

discussions in those papers resulted in the widespread adoption of so-called “asymmetric”

cuts whereby one chooses di↵erent transverse-momentum thresholds for the harder and

softer of the two jets.

In recent years, QCD calculations have made amazing strides in accuracy (for a review,

see Ref. [4]), reaching N3LO precision for key 2 ! 1 processes, both inclusively [5–8]

and di↵erential in the rapidity [9, 10] and in the full decay kinematics [11–13]. As the

calculations have moved forwards, an intriguing situation has arisen in the context of gluon-

fusion Higgs production studies, where the calculations are arguably the most advanced.

For this process, inclusive cross sections and cross sections di↵erential in the Higgs boson

rapidity show a perturbative series that converges well at N3LO. However, calculations for

fiducial cross sections, which include asymmetric experimental cuts on the photons from

H ! �� decays, show poorer convergence and significantly larger scale uncertainties [11,

12]. Furthermore, it turns out that to obtain the correct N3LO prediction, it is necessary

to integrate over Higgs boson transverse momenta that are well below a GeV, which is

physically unsettling (albeit reminiscent of the early observations in Ref. [1–3]).

Refs. [12, 14] have noted that such problems (which appear to be present to a lesser

extent also in the context of Drell-Yan studies) are connected with the fact that both

asymmetric and symmetric cuts yield an acceptance for H ! �� decays, f(pt,h), that has

a linear dependence on the Higgs boson transverse momentum pt,h [15, 16]:

f(pt,h) = f0 + f1 ·
pt,h

mh

+O

 
p
2
t,h

m2
h

!
. (1.1)

In section 2, concentrating on the H ! �� case, we will review how this linear depen-

dence arises and we will also examine its impact on the perturbative series with a simple

resummation-inspired toy model for its all-order structure. That model implies that any

power-law dependence of the acceptance for pt,h ! 0 results in a perturbative series for the

fiducial cross section that diverges (�1)n↵n
sn!, i.e. an alternating-sign factorial divergence,

coming predominantly from very low pt,h values.

Factorial growth implies that, however small the value of ↵s, the perturbative series will

never converge. Non-convergence of the series is a well known feature of QCD, notably be-

cause of the same-sign factorial growth induced by infrared QCD renormalons [17]. In that

context, the smallest term in the series is often taken as a fundamental non-perturbative

ambiguity. The alternating-sign factorial growth that we see is di↵erent, in that the sum

of all terms can be made meaningful, with the help of resummation. However, fixed-order

perturbative calculations still cannot reproduce that sum to better than the smallest term

in the series. As is commonly done with infrared renormalon calculations, one can express

the size of the smallest term in the series as a power of (⇤/mh), where ⇤ ⌘ ⇤qcd ⇠ 0.2 GeV

is the fundamental infrared scale of QCD. The power that emerges with standard H ! ��
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Figure 6: Invariant mass distribution of the di-jet system in H+ 2 jets production. Colour coding
and labelling as in Fig. 2.

Figure 7: Rapidity difference between the two hardest jets in H+2 jets production. Colour coding
and labelling as in Fig. 2.

4 Conclusions

In this paper we have presented precise differential predictions for H+jet and H+2 jets production
at the LHC at NLO including top-quark mass effects. For the former process our prediction incor-
porates the exact top-quark mass dependence. Instead, in our study of H + 2 jets production, the
two-loop virtual matrix elements are computed in the HTL approximation (infinite top-quark mass)
and reweighed by the full LO result, while the exact top-quark mass dependence is retained in the
Born and real radiation contributions. Our results are produced using the NNLOJET event gener-
ator with one-loop amplitudes provided by OpenLoops2.2 (to be released soon) which implements
a novel tensor reduction method based on the on-the-fly reduction algorithm of OpenLoops. The
two-loop virtual matrix elements including top-quark mass effects contributing to H+jet production
are evaluated using SecDec-3.

We find that the inclusion of the exact top-quark mass dependence in the two-loop virtual
matrix elements enhances the cross section for H+jet production at NLO by about 0.6% with respect
to the FTapprox prediction, and by about 4.3% with respect to the HTL prediction. However, the
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HT
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=

1

2

⇣q
m

2

H
+ p

2

t,H +
X

i

|pt,i|
⌘
, (1)

where the sum runs over all final state partons i. This
scale is known to give a good convergence of the pertur-
bative expansion and stable di↵erential K-factors (ratio
of NLO to LO predictions) in the e↵ective theory [71].
To estimate the theoretical uncertainty we vary indepen-
dently µF and µR by factors of 0.5 and 2, and exclude
the opposite variations. The total uncertainty is taken
to be the envelope of this 7-point variation.

To better highlight the di↵erences arising from the two-
loop massive contributions, we compare the new results
with full top-quark mass dependence, which we label as
“full theory result” or simply “full” in the following, to
two di↵erent approximations. In addition to predictions
in the e↵ective theory, which are referred to as HEFT in
the following, we show results in which everything but
the virtual amplitudes is computed with full top-quark
mass dependence. In this latter case only the virtual
contribution is computed in the e↵ective field theory and
reweighted by the full theory Born amplitude for each
phase space point. Following Ref. [72] we call this predic-
tion “approximated full theory” and label it as FTapprox

from now on.
We start by presenting the total cross sections, which

are reported in Table I. For comparison we present results
also for the HEFT and FTapprox approximations.

Theory LO [pb] NLO [pb]

HEFT: �LO = 8.22+3.17
�2.15 �NLO = 13.53+2.19

�2.04

FTapprox: �LO = 8.57+3.31
�2.24 �NLO = 14.06+2.17

�2.25

Full: �LO = 8.57+3.31
�2.24 �NLO = 14.19(7)+2.29

�2.23

Table I. Total cross sections at LO and NLO in the HEFT and
FTapprox approximations and with full top-quark mass depen-
dence. The upper and lower values due to scale variation are
also shown. More details can be found in the text.

Together with the prediction obtained with the central
scale defined according to Eq. (1) we show the upper
and lower values obtained by varying the scales. While
at LO the top-quark mass e↵ects lead to an increase of
4.3%, at NLO this is enhanced to 4.9% when compared
to the HEFT approximation. Comparing the full theory
result with the FTapprox result we obtain an increase of
1%. It is important to keep in mind that when taking
into account massive bottom-quark loop contributions,
the interference e↵ects are sizable and cancel to a large
extent the increase in the total cross section observed
here between the HEFT and the full theory results (see
e.g. the results in Ref. [13]). At LO the bottom-quark
mass e↵ects are of the order of 2% or smaller above the
top quark threshold.
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Figure 1. Higgs boson transverse momentum spectrum at LO
and NLO in QCD in HEFT and with full top-quark mass de-
pendence. The upper panel shows the di↵erential cross sec-
tions, in the middle panel we normalize all distributions to
the LO HEFT prediction and in the lower panel we show the
di↵erential K-factors for both the HEFT and the full theory
distributions. More details can be found in the text.

Considering more di↵erential observables, it is well
known that very significant e↵ects due to resolving the
top-quark loop are displayed by the Higgs boson trans-
verse momentum distribution, which is softened for larger
values of pt,H by the full top-quark mass dependence. By
considering the high energy limit of a point-like gluon-
gluon Higgs interaction and one mediated via a quark
loop it is possible to derive the scaling of the squared
transverse momentum distribution d�/dp

2

t,H [73, 74],
which drops as (p2t,H)

�1 in the e↵ective theory, and goes
instead as (p2t,H)

�2 in the full theory. This fact was shown
to hold numerically at LO for up to three jets in Ref. [13].
It is interesting to verify this also after NLO QCD cor-
rections are applied. To do so, in Figure 1 we show the
transverse momentum spectrum of the Higgs boson at
LO and NLO in the HEFT approximation and with the
full top-quark mass dependence.

In the upper panel we display each di↵erential distri-
bution with the theory uncertainty band originating from
scale variation. To highlight the di↵erent scaling in pt,H,
in the middle panel we normalize all the distributions to
the LO curve in the e↵ective theory. It is thus possible
to see that for low transverse momenta the full theory
predictions overshoot slightly the e↵ective theory ones.
For pt,H > 200 GeV the two predictions start deviating
more substantially. At LO the two uncertainty bands do
not overlap any more above 400 GeV, whereas at NLO

(soon to be released) version OpenLoops2.2 which in turn implements a new reduction method
called Otter [86], which ensures excellent numerical stability in particular of the loop-induced real
radiation amplitudes deep into the unresolved regime. We will investigate and discuss this numerical
stability issue explicitly.

The structure of the paper is as follows. In Section 2 we describe the computational setup
and employed tools. Numerical results for H+jet and H+2 jets production will be presented in
Section 3. We will conclude in Section 4.

2 Analysis framework and tools

In this paper, we present predictions for the production of a boosted Higgs boson in the gluon-
fusion channel. We consider Higgs bosons produced in association with one (pp ! H + j) or
two (pp ! H + jj) jets with NLO QCD corrections and include the effects of a finite top-quark
mass either fully or via a suitable approximation. For pp ! H + j we compute the transverse
momentum distribution of the Higgs boson including a finite top-quark mass, which has appeared
previously in the literature [25–28], as well as the Higgs boson plus jet invariant mass distribution.
For pp ! H + jj, the virtual corrections involve two-loop amplitudes for 2 ! 3 scattering. The
mathematical complexity of the virtual corrections makes their computation currently intractable
using either numerical or analytical methods. We therefore adopt an approximation scheme to the
full theory (FTapprox) [73, 87] for the NLO QCD corrections to Higgs boson plus two jet production.
Specifically, we include the exact top-quark mass dependence (SM) in the real corrections and
infrared singular subtraction terms while using the virtual corrections in the heavy top-quark limit
(HTL) re-weighted by the full Born level contribution on an event-by-event basis. In fact, although
the full matrix elements relevant to the virtual contributions of H+ 2 jets production are currently
not available, nevertheless, their explicit infrared divergence at NLO can be predicted by the Catani
dipole structure [88]:

Pole{|M2
4(mt, µ

2
R
; {p})|2} =

X
I (1)

(✏, µ2
R
; {p})|M1

4(mt; {p})|
2, (2.1)

where mt is the top-quark mass, µ2
R

is the renormalisation scale, {p} is the momentum set regarding
all external particles, |Mm

n
|
2 is the matrix element with n legs and m loops and I (1)

(✏, µ2
R
; {p}) is

the dipole operator containing all explicit IR divergences in d space-time dimensions. The explicit
expressions for dipole operators at squared matrix element level can be found in [74]. We estimate
the finite contribution of |M2

4(mt, µ2
R
; {p})|2 by re-weighting the corresponding matrix element in

the HTL approximation (mt ! 1) using:

|M
2
4(mt, µ

2
R
; {p})|2 ! |M

1
4(1, µ2

R
; {p})|2

|M
1
4(mt; {p})|2

|M0
4(1; {p})|2

. (2.2)

Consequently, Eq.(2.2) also recovers the explicit pole structure in Eq.(2.1) and the explicit pole
cancellation in the second bracket of Eq.(2.3) is automatically retained.

The FTapprox scheme has proved to be remarkably reliable for Higgs plus one jet [47] production
and, to a lesser extent, di-Higgs [89] production (however in the latter case, it is much less reliable
for differential distributions) at the LHC. We implement and present the first application of this
approximation to Higgs boson plus two jet production at NLO in QCD.

In the following sections we document the detailed implementation of our calculations. The
NNLOJET program is used as a parton level event generator and all Born and real radiation one-
loop contributions are computed using OpenLoops2.2. The two-loop matrix elements involving a
finite top-quark mass for pp ! H + j are computed exactly using SecDec-3.
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R

is the renormalisation scale, {p} is the momentum set regarding
all external particles, |Mm

n
|
2 is the matrix element with n legs and m loops and I (1)

(✏, µ2
R
; {p}) is

the dipole operator containing all explicit IR divergences in d space-time dimensions. The explicit
expressions for dipole operators at squared matrix element level can be found in [74]. We estimate
the finite contribution of |M2

4(mt, µ2
R
; {p})|2 by re-weighting the corresponding matrix element in

the HTL approximation (mt ! 1) using:

|M
2
4(mt, µ

2
R
; {p})|2 ! |M

1
4(1, µ2

R
; {p})|2

|M
1
4(mt; {p})|2

|M0
4(1; {p})|2

. (2.2)

Consequently, Eq.(2.2) also recovers the explicit pole structure in Eq.(2.1) and the explicit pole
cancellation in the second bracket of Eq.(2.3) is automatically retained.

The FTapprox scheme has proved to be remarkably reliable for Higgs plus one jet [47] production
and, to a lesser extent, di-Higgs [89] production (however in the latter case, it is much less reliable
for differential distributions) at the LHC. We implement and present the first application of this
approximation to Higgs boson plus two jet production at NLO in QCD.

In the following sections we document the detailed implementation of our calculations. The
NNLOJET program is used as a parton level event generator and all Born and real radiation one-
loop contributions are computed using OpenLoops2.2. The two-loop matrix elements involving a
finite top-quark mass for pp ! H + j are computed exactly using SecDec-3.
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FIG. 4. Cross section as a function of center-of-mass energy (left), Higgs transverse momentum distribution (center) and Higgs
rapidity distribution (right).

�(13 TeV) [pb] �(14 TeV) [pb] �(100 TeV) [pb]

LO 4.099+0.051
�0.067 4.647+0.037

�0.058 77.17+6.45
�7.29

NLO 3.970+0.025
�0.023 4.497+0.032

�0.027 73.90+1.73
�1.94

NNLO 3.932+0.015
�0.010 4.452+0.018

�0.012 72.44+0.53
�0.40

N3LO 3.928+0.005
�0.001 4.448+0.006

�0.001 72.34+0.11
�0.02

TABLE I. Inclusive cross sections at LO, NLO, NNLO and
N3LO for VBF Higgs production. The quoted uncertainties
correspond to scale variations Q/2 < µR, µF < 2Q, while
statistical uncertainties are at the level of 0.2h.

order in QCD, where we observe again a large reduction
of the theoretical uncertainty at N3LO.

A comment is due on non-factorisable QCD correc-
tions. Indeed, for the results presented in this letter, we
have considered VBF in the usual DIS picture, ignor-
ing diagrams that are not of the type shown in figure 1.
These e↵ects neglected by the structure function approx-
imation are known to contribute less than 1% to the total
cross section at NNLO [7]. The e↵ects and their relative
corrections are as follows:

• Gluon exchanges between the upper and lower ha-
dronic sectors, which appear at NNLO, but are
kinematically and colour suppressed. These contri-
butions along with the heavy-quark loop induced
contributions have been estimated to contribute at
the permille level [7].

• t-/u-channel interferences which are known to con-
tribute O(5h) at the fully inclusive level and
O(0.5h) after VBF cuts have been applied [10].

• Contributions from s-channel production, which
have been calculated up to NLO [10]. At the inclu-
sive level these contributions are sizeable but they
are reduced to O(5h) after VBF cuts.

• Single-quark line contributions, which contribute to
the VBF cross section at NNLO. At the fully inclu-
sive level these amount to corrections of O(1%) but
are reduced to the permille level after VBF cuts
have been applied [11].

• Loop induced interferences between VBF and
gluon-fusion Higgs production. These contribu-
tions have been shown to be much below the per-
mille level [36].

Furthermore, for phenomenological applications, one
also needs to consider NLO electroweak e↵ects [10], which
amount to O(5%) of the total cross section. We leave a
detailed study of non-factorisable and electroweak e↵ects
for future work. The code used for this calculation will
be published in the near future [37].
In this letter, we have presented the first N3LO calcula-

tion of a 2 ! 3 hadron-collider process, made possible by
the DIS-like factorisation of the process. This brings the
precision of VBF Higgs production to the same formal ac-
curacy as was recently achieved in the gluon-gluon fusion
channel in the heavy top mass approximation [12]. The

4

 1

 10

 100
PDF4LHC15_nnlo_mc
Q/2 < µR , µF < 2 Q

� [pb]

LO
NLO

NNLO
N3LO

 0.99

 1

 1.01

 1.02

 7  13  20  30  50 10  100

ra
ti

o 
to

 N
3L

O

� s [TeV]

FIG. 4. Cross section as a function of center-of-mass energy (left), Higgs transverse momentum distribution (center) and Higgs
rapidity distribution (right).

�(13 TeV) [pb] �(14 TeV) [pb] �(100 TeV) [pb]

LO 4.099+0.051
�0.067 4.647+0.037

�0.058 77.17+6.45
�7.29

NLO 3.970+0.025
�0.023 4.497+0.032

�0.027 73.90+1.73
�1.94

NNLO 3.932+0.015
�0.010 4.452+0.018

�0.012 72.44+0.53
�0.40

N3LO 3.928+0.005
�0.001 4.448+0.006

�0.001 72.34+0.11
�0.02

TABLE I. Inclusive cross sections at LO, NLO, NNLO and
N3LO for VBF Higgs production. The quoted uncertainties
correspond to scale variations Q/2 < µR, µF < 2Q, while
statistical uncertainties are at the level of 0.2h.

order in QCD, where we observe again a large reduction
of the theoretical uncertainty at N3LO.

A comment is due on non-factorisable QCD correc-
tions. Indeed, for the results presented in this letter, we
have considered VBF in the usual DIS picture, ignor-
ing diagrams that are not of the type shown in figure 1.
These e↵ects neglected by the structure function approx-
imation are known to contribute less than 1% to the total
cross section at NNLO [7]. The e↵ects and their relative
corrections are as follows:

• Gluon exchanges between the upper and lower ha-
dronic sectors, which appear at NNLO, but are
kinematically and colour suppressed. These contri-
butions along with the heavy-quark loop induced
contributions have been estimated to contribute at
the permille level [7].

• t-/u-channel interferences which are known to con-
tribute O(5h) at the fully inclusive level and
O(0.5h) after VBF cuts have been applied [10].

• Contributions from s-channel production, which
have been calculated up to NLO [10]. At the inclu-
sive level these contributions are sizeable but they
are reduced to O(5h) after VBF cuts.

• Single-quark line contributions, which contribute to
the VBF cross section at NNLO. At the fully inclu-
sive level these amount to corrections of O(1%) but
are reduced to the permille level after VBF cuts
have been applied [11].

• Loop induced interferences between VBF and
gluon-fusion Higgs production. These contribu-
tions have been shown to be much below the per-
mille level [36].

Furthermore, for phenomenological applications, one
also needs to consider NLO electroweak e↵ects [10], which
amount to O(5%) of the total cross section. We leave a
detailed study of non-factorisable and electroweak e↵ects
for future work. The code used for this calculation will
be published in the near future [37].
In this letter, we have presented the first N3LO calcula-

tion of a 2 ! 3 hadron-collider process, made possible by
the DIS-like factorisation of the process. This brings the
precision of VBF Higgs production to the same formal ac-
curacy as was recently achieved in the gluon-gluon fusion
channel in the heavy top mass approximation [12]. The

[Dreyer, Karlberg ’16]

‣ Inclusive   
  known to N3LO  

σ
↪

K. Asteriadis

[Cacciari, Dreyer, Karlberg, Salam, Zanderighi ’15] 
[Cruz-Martinez, Glover, Gehrmann, AH ’18]

LO  
NLO 

NNLO 

10

100

d�
 / 

dp
�

,H
 [f

b/
G

eV
]

0.9

1

1.1

1.2

0 40 80 120 160 200 240 280
p�,H [GeV]

ra
tio

 to
 N

LO

µ0 / 2 < µR = µF < 2 µ0µ0 / 2 < µR = µF < 2 µ0
NNPDF31_nnlo_as_118NNPDF31_nnlo_as_118
13 TeV, fiducial cuts13 TeV, fiducial cuts

Figure 2. Transverse momenta (upper row) and rapidity (lower row) distributions for the leading

(left) and subleading (middle) jets as well as the Higgs boson (right). For each plot, the upper pane

displays the LO (hashed blue), NLO (solid yellow) and NNLO (red boxes) QCD predictions. The

lower pane shows the ratio with respect to the NLO result at central scale. The lines indicate the

central renormalization and factorization scale choice, and the bands indicate the envelope of the

results at different scales. See text for details.

variation is about a percent, only marginally smaller than the NLO one. Although we do

not show inclusive results here, we note that NNLO corrections to the inclusive WBF cross

section are about one percent and, therefore, are significantly smaller than corrections to the

fiducial cross section. This is not surprising, since WBF fiducial cuts induce a sensitivity of
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Figure 4. Transverse momentum (left) and rapidity (right) distribution of the reconstructed Higgs

boson in the H ! bb̄ decay channel. See text for details.

Higgs transverse momentum peaks around 150 GeV instead of 100 GeV which is the case

if no cuts on the b-jets are imposed, see Fig. 2. This observation explains the difference in

K-factors. Indeed, if we impose the requirement p?,H � 150 GeV on our results for the

stable Higgs, we find that the ratio of NNLO to LO fiducial cross sections becomes about

0.91, quite similar to what we find by considering H ! bb̄ decays and imposing cuts on

b-jets. Hence, our results show that a decent estimate of the fiducial K-factor in this case

can be obtained by considering stable Higgs boson and computing the K-factor with the cut

p?,H � 150 GeV.5

Compared to the results that do not include decays of the Higgs boson presented in the

previous section, it is interesting to note that in the H ! bb̄ fiducial region the NNLO

QCD cross section overlaps with the scale-uncertainty band of the NLO QCD cross section.

Furthermore, the relative scale variation of the NNLO result is smaller by about a factor two

compared to the stable Higgs result. These features are also explained by the fact that, when

H ! bb̄ decays are considered, the Higgs boson typically has larger transverse momentum

and, as follows from Fig. 2, at higher p? the NNLO result tends to get closer to the NLO

one and lies within the NLO scale variation band.

We continue with the discussion of kinematic distributions for observables that involve the
5 We note that it is customary to impose a p?,bb̄ � 150 GeV cut in this channel [22].
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Figure 7. Various kinematic distributions that involve charged leptons from Higgs boson decays.

From left to right: transverse momentum and rapidity distribution of the negatively charged lepton,

and transverse mass of the charged-leptons system. See text for details.

In Fig. 7 we present results for selected kinematic distributions of the two charged leptons.

We show the transverse momentum and rapidity of the negatively-charged lepton and the

transverse mass defined in Eq. (34). We see that already at NLO the K-factors are rather

flat and this remains true at NNLO. This is not surprising since in this case the only

impact of radiative corrections comes from the interplay between jet and lepton cuts. As

we mentioned earlier, the leptonic cuts that we employ are rather mild and do not severely

affect the kinematics of the Higgs boson. In particular, the only cut that correlates jets and

leptons is the requirement that the charged lepton rapidity should lie within the rapidities

of the two hard jets. However, the tagging jets are mostly produced along the beam line, so

this requirement is satisfied by most of the events.

In summary, our results show that in this channel the impact of Higgs decays on radiative

corrections is milder. This happens because the kinematic features of the Higgs boson and of

the jets remain unaffected by the fiducial cuts on leptons and, as a consequence, corrections

to leptonic observables are rather flat and can be described to a very good approximation

with a global K-factor corresponding to fiducial cross section for stable Higgs.
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Figure 3: The cross sections for producing a W+ (left) or W� (right) as a function of the

virtuality Q normalised to the N3LO prediction. The uncertainty bands are obtained by

varying µF and µR around the central scale µcent = Q. The dashed magenta line indicates

the physical W boson mass, Q = mW .

virtual photon production in ref. [10], hinting once more towards a universality of the

QCD corrections to these processes.

Figure 4: The cross sections for producing a W+ (left) or W� (right) as a function of

the virtuality Q. The uncertainty bands are obtained by varying µF and µR around the

central scale µcent = Q/2. The dashed magenta line indicates the physical W boson mass,

Q = mW .

Figure 4 shows the scale variation of the cross section with a di↵erent choice for the

central scale, µcent = Q/2. It is known that for Higgs production a smaller choice of the

factorisation scale leads to an improved convergence pattern and the bands from scale

variations are strictly contained in one another. We observe here that the two scale choices

share the same qualitative features.

The fact that the scale variation bands do not overlap puts some doubt on whether

it gives a reliable estimate of the missing higher orders in perturbation theory, or whether

other approaches should be explored (cf., e.g., refs. [85, 86]). In ref. [10] it was noted that

for virtual photon production there is a particularly large cancellation between di↵erent

initial state configurations. We observe here the same in the case of W boson production.

This cancellation may contribute to the particularly small NNLO corrections and scale

variation bands, and it may be a consequence of the somewhat arbitrary split of the content
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Figure 1: W transverse momentum distribution for the W+H
+jet production process. The panels are described in the main
text.

emissions. The transverse momentum of the leading jet,
on the other hand, shows very large corrections with large
uncertainties in the high-pT tail. This can be explained
by the fact that this region is dominated by two high-
pT jets recoiling against each other, while the colour-
neutral WH system is produced almost at rest. As a
consequence, the exclusive process is strongly suppressed
in the tail and the formal accuracy of the prediction ef-
fectively degrades by an order. The scale uncertainties of
the NNLO prediction are therefore at the level of ±10%
here, which is more characteristic of an NLO prediction.
Further theoretical improvement in this kinematic regime
could be achieved by considering jet-veto resummation in
the presence of a hadronic jet [32].
Overall, we observe that the inclusive process exhibits
an excellent perturbative convergence with small correc-
tions and tiny residual scale uncertainties. The observ-
ables in the exclusive process receive larger QCD correc-
tions and the error prescription of Eq. (2) is crucial in
obtaining overlapping uncertainty bands and thus reli-
able estimates for them. The veto e�ciencies are already

well captured at NLO, with the NNLO prediction lying
well within the uncertainty estimate of the previous or-
der with uncertainty bands that are typically reduced by
more than a factor of two.

CONCLUSIONS AND OUTLOOK

We have presented the computation of precise predic-
tions for di↵erential observables related to the associated
production of an on-shell Higgs boson with a (leptonic-
ally decaying) charged vector boson and a hadronic jet
for proton-proton collisions at 13TeV. These predictions
include both Drell–Yan-like and top quark loop-induced
contributions, for which we have included QCD correc-
tions up to O(↵3

s ) and O(↵2

syt) for the first time.
We have considered observables related to both inclusive
and exclusive jet rates. In the case of inclusive jet pro-
duction, the perturbative corrections to the central value
are small (flat K-factors close to unity) and the residual
theoretical uncertainties are considerably reduced. For
exclusive jet production, the perturbative corrections are
O(�10%) negative and the theoretical uncertainty is re-
duced to O(5%) for the considered distributions. It is
found that the NLO and NNLO predictions for the ex-
clusive process are consistent only when the uncorrelated
prescription for evaluating the theoretical uncertainty in
exclusive jet rates is applied. This is an important res-
ult as it verifies that the current approach taken by the
experimental collaborations [4, 5] to evaluate the theor-
etical uncertainty on the signal process is reliable.
The theoretical modelling of the signal process, defined in
terms of exclusive jet bins, contributes to one of the main
sources of systematic uncertainty in the experimental
measurements of the VH(+jet) process, and we have
shown here how this uncertainty can be substantially re-
duced through the inclusion of NNLO QCD corrections.
In the future, the computation of all Higgs Strahlung
modes (including a negatively charged or a neutral gauge
boson in association with a hard jet) will allow for a
comprehensive study of the theoretical uncertainties for
all VH(+jet) modes with high precision. Such a study
will be vital in reducing the uncertainty associated to
the signal modelling in future VH(+jet) measurements
at the LHC, which will ultimately improve the experi-
mental sensitivity to the Higgs-boson couplings. Such a
study is envisaged for future work.
We would like to thank Jonas Lindert for facilitating the
use and inclusion of OpenLoops amplitudes into our com-
putations, and to Hannah Arnold, Brian Moser, Tristan
du Pree for discussions on experimental aspects of this
work. Furthermore we thank Xuan Chen, Juan Cruz-
Martinez, James Currie, Thomas Gehrmann, Marius
Höfer, Tom Morgan, Jan Niehues, João Pires, Duncan
Walker, and James Whitehead for useful discussions and
their many contributions to the NNLOJET code. This
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lyses which rely on the use of exclusive jet bins, as high-
lighted in refs. [4, 5].
We will specifically consider W+H+jet production where
the charged vector boson decays leptonically and the
Higgs boson is produced on-shell. This can be regarded
as a first step towards computing VH+jet observables
including the decay of the Higgs boson into a quark–
antiquark pair, with high theoretical precision.
In the following, we provide details about the ingredients
of the computation before presenting results for 13TeV
LHC runs in terms of fiducial cross sections and a selec-
tion of di↵erential distributions.

DETAILS OF THE CALCULATION

Throughout this work, we compute observables related
to the production of a Higgs boson H, together with a
positively charged weak gauge boson W+, and an addi-
tional hadronic jet including up to O(↵3

s ) corrections in
perturbative QCD. That is, we consider the process

pp ! HW+ + jet ! H + `+⌫` + jet, (1)

where the Higgs boson is produced on-shell and the
charged vector boson decays leptonically (including all
spin-correlation and o↵-shell e↵ects).
The calculation of all contributions is carried out within
the NNLOJET framework [16]: a fixed-order parton-level
event generator using the NNLO antenna subtraction
formalism [17–25] to regulate infrared divergences that
appear in di↵erent partonic processes beyond leading or-
der. The LO contribution to this process begins atO(↵s).
Starting from O(↵2

s ), two types of contributions, which
are commonly referred to as Drell–Yan-type and heavy
quark-loop induced, can be distinguished.
The Drell–Yan-type contributions arise from contribu-
tions akin to the process of W+jet production, where
the Higgs boson is emitted from the intermediate gauge-
boson propagator. As such, the corresponding predic-
tions can be obtained using essential components of the
W+jet calculation [26] already available in NNLOJET.
The necessary amplitudes for the WH+jet partonic pro-
cesses were constructed from those of the W+jet case by
inserting a W–H vertex onto the W propagator. A subset
of the new O(↵3

s ) Drell–Yan-like contributions were in-
dependently derived in addition to amplitudes provided
by the OpenLoops 2 [27] library. As a consequence of
their shared QCD structure, the subtraction terms of the
Drell–Yan-type contributions can be readily constructed
from the W+jet subtraction terms computed at the same
order.
The heavy quark loop-induced contributions to WH+jet
production begin at O(↵2

syt), i.e. at NLO level. We only
consider the dominant contributions enhanced by the top
Yukawa coupling, that is where the Higgs boson couples

to a top-quark loop. The corresponding loop amplitudes
are known in the literature as so-called RI -type matrix-
elements and are related to the Higgs Strahlung produc-
tion process without the additional jet requirement [28].
In the present computation, top-loop induced contribu-
tions to the cross section arise only through the inter-
ference of such one-loop amplitudes with Drell–Yan-type
amplitudes and are therefore of O(↵2

syt). Contributions
of higher order in ↵s or yt are mostly unknown and not
included here. As will be highlighted in what follows,
such higher-order terms are not expected to be of phe-
nomenological relevance.

NUMERICAL RESULTS AT 13 TEV

Numerical Set-up

We present predictions for
p
s = 13TeV proton–proton

collisions using the parton distribution function set
NNPDF31 nnlo as 0118 from the LHAPDF library [29].
We require a hard cut of p? > 20GeV for each iden-
tified final-state jet, which are clustered with the anti-
kt algorithm using �R = 0.5. We demand at least
one resolved jet to be present in the final state, which
defines the inclusive production process ��1j. In addi-
tion, we also consider the exclusive process, denoted �1j,
where additional resolved jets are vetoed. The charged
leptons are subject to a transverse momentum cut of
p?,` > 25GeV and a cut

��y`
�� < 2.5 in the absolute value

of their rapidity. Lastly the missing transverse energy
must satisfy E?,miss > 25GeV.
In the following, we collect the values of all independ-
ent parameters used in the computation (based on the
Gµ electroweak scheme): The W-boson mass and width
MW = 81.385GeV, �W = 2.085GeV, the Z-boson
mass MZ = 91.1876GeV, the Fermi constant GF =

1.166 378 7⇥ 10�5 GeV�2, and the top-quark pole mass
mt = 173.21GeV. In addition, the theoretical predic-
tions are obtained with a diagonal CKM matrix.
In order to estimate the theoretical uncertainty of the
inclusive predictions we vary the factorisation and renor-
malisation scales by a factor of two around the central
value of the dynamical mass of the WH system accord-
ing to the commonly used 7-point variation scheme:

µF = MWH

⇥
1, 1

2
, 2
⇤
, µR = MWH

⇥
1, 1

2
, 2
⇤
,

with the constraint 1

2
 µF/µR  2. The analytic de-

pendence on the renormalisation scale has been explicitly
verified following [30]. In the case of the exclusive pro-
cess, theoretical uncertainties can be underestimated by
such a correlated scale variation as discussed in Ref. [31].
We therefore adopt the more conservative uncorrelated
prescription introduced in [31]

�1j ⌘ ��1j � ��2j, �2

1j = �2

�1j +�2

�2j, (2)
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In the following, we provide details about the ingredients
of the computation before presenting results for 13TeV
LHC runs in terms of fiducial cross sections and a selec-
tion of di↵erential distributions.

DETAILS OF THE CALCULATION

Throughout this work, we compute observables related
to the production of a Higgs boson H, together with a
positively charged weak gauge boson W+, and an addi-
tional hadronic jet including up to O(↵3

s ) corrections in
perturbative QCD. That is, we consider the process

pp ! HW+ + jet ! H + `+⌫` + jet, (1)

where the Higgs boson is produced on-shell and the
charged vector boson decays leptonically (including all
spin-correlation and o↵-shell e↵ects).
The calculation of all contributions is carried out within
the NNLOJET framework [16]: a fixed-order parton-level
event generator using the NNLO antenna subtraction
formalism [17–25] to regulate infrared divergences that
appear in di↵erent partonic processes beyond leading or-
der. The LO contribution to this process begins atO(↵s).
Starting from O(↵2

s ), two types of contributions, which
are commonly referred to as Drell–Yan-type and heavy
quark-loop induced, can be distinguished.
The Drell–Yan-type contributions arise from contribu-
tions akin to the process of W+jet production, where
the Higgs boson is emitted from the intermediate gauge-
boson propagator. As such, the corresponding predic-
tions can be obtained using essential components of the
W+jet calculation [26] already available in NNLOJET.
The necessary amplitudes for the WH+jet partonic pro-
cesses were constructed from those of the W+jet case by
inserting a W–H vertex onto the W propagator. A subset
of the new O(↵3

s ) Drell–Yan-like contributions were in-
dependently derived in addition to amplitudes provided
by the OpenLoops 2 [27] library. As a consequence of
their shared QCD structure, the subtraction terms of the
Drell–Yan-type contributions can be readily constructed
from the W+jet subtraction terms computed at the same
order.
The heavy quark loop-induced contributions to WH+jet
production begin at O(↵2

syt), i.e. at NLO level. We only
consider the dominant contributions enhanced by the top
Yukawa coupling, that is where the Higgs boson couples

to a top-quark loop. The corresponding loop amplitudes
are known in the literature as so-called RI -type matrix-
elements and are related to the Higgs Strahlung produc-
tion process without the additional jet requirement [28].
In the present computation, top-loop induced contribu-
tions to the cross section arise only through the inter-
ference of such one-loop amplitudes with Drell–Yan-type
amplitudes and are therefore of O(↵2

syt). Contributions
of higher order in ↵s or yt are mostly unknown and not
included here. As will be highlighted in what follows,
such higher-order terms are not expected to be of phe-
nomenological relevance.

NUMERICAL RESULTS AT 13 TEV

Numerical Set-up

We present predictions for
p
s = 13TeV proton–proton

collisions using the parton distribution function set
NNPDF31 nnlo as 0118 from the LHAPDF library [29].
We require a hard cut of p? > 20GeV for each iden-
tified final-state jet, which are clustered with the anti-
kt algorithm using �R = 0.5. We demand at least
one resolved jet to be present in the final state, which
defines the inclusive production process ��1j. In addi-
tion, we also consider the exclusive process, denoted �1j,
where additional resolved jets are vetoed. The charged
leptons are subject to a transverse momentum cut of
p?,` > 25GeV and a cut

��y`
�� < 2.5 in the absolute value

of their rapidity. Lastly the missing transverse energy
must satisfy E?,miss > 25GeV.
In the following, we collect the values of all independ-
ent parameters used in the computation (based on the
Gµ electroweak scheme): The W-boson mass and width
MW = 81.385GeV, �W = 2.085GeV, the Z-boson
mass MZ = 91.1876GeV, the Fermi constant GF =

1.166 378 7⇥ 10�5 GeV�2, and the top-quark pole mass
mt = 173.21GeV. In addition, the theoretical predic-
tions are obtained with a diagonal CKM matrix.
In order to estimate the theoretical uncertainty of the
inclusive predictions we vary the factorisation and renor-
malisation scales by a factor of two around the central
value of the dynamical mass of the WH system accord-
ing to the commonly used 7-point variation scheme:

µF = MWH

⇥
1, 1

2
, 2
⇤
, µR = MWH

⇥
1, 1

2
, 2
⇤
,

with the constraint 1

2
 µF/µR  2. The analytic de-

pendence on the renormalisation scale has been explicitly
verified following [30]. In the case of the exclusive pro-
cess, theoretical uncertainties can be underestimated by
such a correlated scale variation as discussed in Ref. [31].
We therefore adopt the more conservative uncorrelated
prescription introduced in [31]

�1j ⌘ ��1j � ��2j, �2

1j = �2

�1j +�2

�2j, (2)
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CONCLUSIONS

Incredible progress in the past few years: 

๏ gluon fusion — various sources of uncertainties attacked 

‣ top-mass dependence @ NNLO  &  mixed QCD-EW effects @ NLO

๏ differential predictions @ N3LO

‣ surprises from IR-sensitive fiducial cuts  &  solutions proposed

๏ more subtle effects;  beyond stable Higgs bosons

‣ inclusion of decays  &  bottom-quark mass effects

๏ much much more…
‣ VBF [LesHouches ’19], VBF (HH) non-fact [Dreyer, Karlberg, Tancredi ’20],  

 @ N3LO [Duhr, Dulat, Hirschi, Mistlberger ’20],  [Pagani, Shao, Zaro ‘20], 
 fragmentation [Brancaccio, Czakon, Generet, Krämer ’21],  

 @ NNLO non-diag [Catani, Fabre, Grazzini, Kallweit '21], …

bb̄ → H Hbb̄
t → H
tt̄H 21
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