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Motivation

How to apply deep learning for change point detection (CPD)?
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Problem statement
Let P - distribution of normal time stamps, Q - distribution of change points.
Given kernel k, the Maximum Mean Discrepancy (MMD) distance looks following:

Mk(P,Q) = ||µP − µQ||2Hk = EPk(x, x′)− 2EP,Qk(x, y) + EQk(y, y′)

Advantages of MMD w.t. KL:
▶ no need in pdf
▶ can be empirically estimated: M̂k(X,Y) = 1

C2
m
Σi̸=jk(xi, xj)− 2

m2Σi,jk(xi, yj) +
1

C2
m
Σi ̸=jk(yi, yj)

▶ can be used to test null hypothesis P = Q: M̂k(X,Y)−Mk(P,Q)√
Vm(P,Q)

D−→ N (0, 1).

The test power is then P(mM̂k(X,Y) > cα) → Φ( Mk(P,Q)√
Vm(P,Q)

− cα

m
√

Vm(P,Q)
), where Φ is CDF

of N (0, 1)
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KLCPD. Idea 1
P(mM̂k(X,Y) > cα) → Φ( Mk(P,Q)√

Vm(P,Q)
− cα

m
√

Vm(P,Q)
)

Idea: use M̂k(X,Y) as score
Problem: too small samples in Y ∼ Q
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KLCPD. Idea 2
Problem: too small samples in Q
Solution: use generative model G for change points (anomalies)
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Upper estimated for surrogate model G
We will try to fit G s.t.

Mk(P,P) < Mk(P,G) < Mk(P,Q),∀k ∈ K

It leads to stronger test power:
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Kernel and final algorithm
Kernel:

K(x, x′) = exp(−||fϕ(x)− fϕ(x′)||2)

Final loss:
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Implementation
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TIRE

Idea: use autoencoders latent representations to detect abnormal change points

Artem Ryzhikov DL for change point detection 12 / 20



Tricks
Pre processing
▶ train AE on time slices of size N
▶ use both FFT and original timeseries

Inference
▶ split AE latent code z on time-invariant (st) and instantaneous (ut) parts
▶ minimize

(
||yt − ỹt||2 + λ

KΣK
k=0||st−K − st−K−1||2

)
Post processing
▶ use moving average smoothing s̃t of latent codes st

▶ use Dt = ||̃st − s̃t+N||2 as change point score
▶ exclude local peaks by D̂t = Dt − max{mintL<t∗<t Dt∗ ,mintR>t∗>t Dt∗}
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Example
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Implementation
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Results

Results of ”Change Point Detection in Time Series Data using Autoencoders with a Time-Invariant
Representation” paper
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Links
▶ KLCPD - Chang, Wei-Cheng et.al., Kernel Change-point Detection with Auxiliary Deep

Generative Models, ICLR 2019
▶ KLCPD implementation - Artem Ryzhikov, https://github.com/HolyBayes/klcpd
▶ TIRE - Tim, De Ryck et.al., Change Point Detection in Time Series Data using

Autoencoders with a Time-Invariant Representation
▶ TIRE implementation - Artem Ryzhikov, https://github.com/HolyBayes/TIRE_pytorch
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Thank you for your attention!

Artem Ryzhikov aryzhikov@hse.ru
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