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Summary

We had a very productive workshop yesterday
https://indico.cern.ch/event/1027287/ 

Objective Prepare the network infrastructure for the bandwidth required by HL-LHC experiments

Step 0 Survey the status quo

Contributions
Overview of the (data) challenge

Existing experiment dashboards: ALICE, ATLAS, CMS, LHCb

Central CERN MONIT monitoring infrastructure

FTS

NetSAGE

Network R&D working group

Sites input (CERN, IN2P3, RAL)
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Data challenge monitoring overview

How to deal with parallel/on-top experiment activities

Interference between data taking and DC#1

Timing of the data challenge (1st LHC beam in September)

How to discriminate regular experiment activity from DC#1

in the monitoring
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Experiments dashboards

Shared MONIT pipeline for ATLAS and CMS

XRootD monitoring (CMS AAA, ALICE MonALISA)

Export of MonALISA and LHCbDIRAC data sources

Tape monitoring vs. Tape buffer monitoring

Data vs visualisation

Delegate network as an infrastructure concern

How to deal with fair share of network

Experiment view of DC transfers can be useful (e.g., Rucio Rules monitoring)
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Central MONIT infrastructure

Hosts specific data for ATLAS & CMS

Also includes LHCONE, LHCOPN and perfSONAR metrics

Enriching WLCG monitoring with more experiment details

How to merge FTS and XRootD monitoring

Client-side XRootD monitoring

Server-side monitoring feasibility

Correlate client usage with known network limits
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FTS

Information about partial transfers (Waste calculation)

Integrate optimizer decisions into central monitoring
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NetSage

Improve knowledge of actual network topology usage

Identify performance bottlenecks (e.g., by organization, continent, …)

Technical integration with MONIT

Possibility to integrate (majority) of WLCG sites
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Network R&D

Two aspects

Help understand behaviour of network

Help troubleshoot

Refresh perfSONAR

Investigate network setups (robustness, security, age, misconfigurations, …)

XRootD Packet marking incoming

Focus on low-hanging fruits, keep low complexity and trustable
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Major upgrade of network stats into MONIT for CERN

Many different network "weather maps" exist

Access vs Collection of site monitoring data

NRENs switching to more scalable monitoring systems

Site network monitoring (CERN, IN2P3, RAL)
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Next steps

Short term (before Summer)
Collect available site monitoring in a single place

Make site monitoring available through automatic procedures (either via push or pull)

Create cross-experiment Data Challenge dashboard (See Data Challenge update)

Start early with "low-percentage" Data Challenge traffic (See Data Challenge update)

Conduct cost-benefit analysis for integration of more data sources (esp. MonALISA & LHCbDIRAC)

Medium term (before DC#1)
Technical integration of more monitoring data sources

Study performance bottlenecks

Discuss technical integration of tools like NetSage
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