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Quantum based ML

• Quantum learning theory (Aram 
Harrow, Vedran Dunjko, Andrea 
Rochetto, Jens Eisert)

• Tensor networks for ML (Jens Eisert, 
Hans Briegel)

• Variational/Parametrized circuits 
(Marcello Benedetti, Hans Briegel, 
Jens Eisert, Christian Gogolin, Aram 
Harrow)

• Quantum Boltzmann Machine (Bert 
Kappen, Leonard Wossnig)

• Autonomous learning in 
classical/quantum systems (Bert 
Kappen, Floriant Marquardt)

• Quantum applied machine learning 
(Giuseppe Carleo, Gabor Csanyi, 
Christian Gogolin, Florian 
Marquardt)

• Quantum Chemistry (Mathias Rupp, 
von Lilienfeld, Leonard Wossnig, 
Frank Noe)

• Quantum RL (Hans Briegel, Vedran
Dunjko)



Quantum Learning Theory
P: solvable in poly time
NP: solution verifiable in poly time
Pspace: solvable with poly memory
BQP: Bounded Quantum Polynomial

It is conjectured that BQP solves hard problems outside 
of P, specifically, problems in NP. Examples are

• Integer factorization (Shor’s algorithm)

• Solving sparse linear system (HHL)
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Quantum applied machine learning



Variational/parametrized circuits
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Atomic-scale BM

• Surface dopant network, based on orbital memory – may be high temperature compatible (currently 4K)

• Large separation of time scales, leads to integrated neurons/synapses

• Material exhibits self-adaption

• Spin-based properties and response to external fields, unexplored.

• Radboud consortium: Khajetoorians, Kappen, Katsnelson
• Links to Twente: van der Wiel
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Physics based ML

• Statistical physics of learning (Riccardo Zecchina, Carlo Baldassi, Marc 
Mezard, Florent Krzakala, Giulio Biroli,  Lenka Zdeborova, Remi 
Monasson)
• Random satisfiability

• Error correction

• Compressed sensing

• Entropy based learning for binary perceptron











Binary perceptron

Continuous Perceptron learning is easy and can learn 2N patterns. 
Binary perceptron learning is NP hard and can learn 0.83N patterns

Optimization is hard, is improved through local entropy measure, which 
Is mapped on a replicated system



MNIST 

• On the MNIST benchmark problem, 
using a network with three hidden 
layers we achieved ∼ 1.7% test error, a 
very good result for a network with 
binary weights and activations and 
with no convolutional layers. 



Future aim QPhML

• Integrate physics and machine learning (quantum and stat phys)
• Organize annual meeting

• Special topics meetings (ESA, CERN?)

• Special issues


