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The hls4ml library [1] is a powerful tool that provides automated deployment of ultra low-latency, low-power
deep neural networks. We extend the hls4ml library to recurrent architectures and demonstrate low latency
by considering multiple benchmark applications. We consider Gated Recurrent Units (GRU) and Long Short
Term Memory(LSTM) Models trained using the CERN Large Hadron Collider Top tagging data [2], jet flavor
tagging data [3], and the quickdraw dataset as our benchmark applications. By using a large parameter range
in between these benchmark models, we demonstrate that low-latency inference across a wide variety of
model weights, and show that resource utilization of recurrent neural networks can be significantly reduced
with little loss to model accuracy.
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