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LHC Run 2: Big Success
๏ 160 fb-1 has been delivered by the LHC in Run 2 (2015−2018), at a 

c.o.m. of 13 TeV, exceeding the original integrated luminosity 
projections 

๏ About 140 fb-1 of physics-quality data recorded by each ATLAS & 
CMS 

๏ Thank you, LHC, for a spectacular Run 2 and look forward to Run 3!
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Three Machines 
in One!
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The LHC Legacy
๏ The LHC has figuratively replaced three machines in one go: 

★ Tevatron (Higgs, BSM searches, top physics, and precision EW 
measurements) 

★ BaBar/Belle B factories (flavor physics) 
★ RHIC (heavy-ion physics) 

๏ The LHC experiments in general, and ATLAS/CMS in particular, are 
very successful in all these three areas 

๏ Would not be possible without theoretical and phenomenological 
breakthroughs of the past decade: 
★ Higher-order calculations ("NLO revolution"), modern Monte Carlo 

generators, reduced and better estimated PDF uncertainties 
๏ Since it's impossible to cover all the aspects of this impressive 

program in one talk, I’ll present a few highlights of recent ATLAS and 
CMS results related to the physics of flavor, which is the main subject 
of this workshop 
★ The choice of topics clearly reflects my personal bias, in what have been 

the most relevant and interesting results of the past year or so
5
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First Evidence of LFU Violation
๏ At the LHC, LFU no longer holds: coupling of the Higgs boson 

to leptons is not flavor-universal! 
๏ This was first proved recently via an evidence for H(μμ) decays - 

the first clear sign of LFU violation 
๏ Extremely important measurement, as it allows to see if there is 

any non-Higgs mass term that would undoubtedly require BSM 
physics and would manifest itself in the mass to Yukawa 
coupling ratio for relatively light fermions, such as muons 

๏ Tour de force analyses in both ATLAS and CMS 
๏ State-of-the art muon identification and momentum corrections 

to achieve best possible mass resolution 
๏ Categorization according to the production mode and/or 

resolution and the use of multivariate techniques to reduce the 
dominant Drell-Yan background 

๏ Full Run 2 data set to maximize the sensitivity
6
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ATLAS Search for H(µµ)
๏ 20 exclusive categories, probing ggF(+jets), VBF, VH, 

and ttH production 
๏ Mass resolution (Gaussian core) between 2.6 and 3.2 

GeV achieved, depending on the category 
๏ Measured signal strength: μ = 1.2 ± 0.6 
๏ Observed (expected) significance of 2.0 (1.7)σ
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Figure 1: Dimuon invariant mass spectrum in all the analysis categories observed in data. In (a) the unweighted
sum of all events and signal plus background probability density functions (pdf) are shown, while in (b) events and
pdfs are weighted by ln(1 + S/B), where S are the observed signal yields and B are the background yields derived
from the fit to data in the mµµ = 120–130 GeV window. The background and signal pdf are derived from the fit to
the data, with S normalised to its best-fit value. The lower panels compare the fitted signal pdf, normalised to the
signal best-fit value, to the di�erence between the data and the background model. The error bars represent the data
statistical uncertainties.
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Figure 2: The best-fit values of the signal strength parameters for the five major groups of categories (tt̄H +VH, ggF
0-jet, 1-jet, 2-jet, and VBF) together with the combined value.
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Figure 1: Dimuon invariant mass spectrum in all the analysis categories observed in data. In (a) the unweighted
sum of all events and signal plus background probability density functions (pdf) are shown, while in (b) events and
pdfs are weighted by ln(1 + S/B), where S are the observed signal yields and B are the background yields derived
from the fit to data in the mµµ = 120–130 GeV window. The background and signal pdf are derived from the fit to
the data, with S normalised to its best-fit value. The lower panels compare the fitted signal pdf, normalised to the
signal best-fit value, to the di�erence between the data and the background model. The error bars represent the data
statistical uncertainties.
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0-jet, 1-jet, 2-jet, and VBF) together with the combined value.
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CMS: First Evidence for H(µµ)

8
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neighbouring bins when reevaluating the VBF category DNN for different mass hypotheses,
following the procedure described above.
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Figure 10: Left: observed local p-values as a function of mH, extracted from the combined fit as
well as from each individual production category, are shown. The solid markers indicate the
mass points for which the observed p-values are computed. Right: the expected p-values are
calculated using the background expectation obtained from the S+B fit and injecting a signal
with mH = 125.38 GeV and µ = 1.

The best fit signal strength for the Higgs boson with mass of 125.38 GeV, and the corresponding
68% CL interval, is µ̂ = 1.19 +0.41

�0.40 (stat)+0.17
�0.16 (syst). Assuming SM production cross sections for

the various modes, the H ! µ+µ� branching fraction is constrained at 95% CL to be within
0.8⇥ 10�4 < B(H ! µ+µ�) < 4.5⇥ 10�4. The statistical component of the post-fit uncertainty
is separated by performing a likelihood scan as a function of µ in which nuisance parameters
associated with systematic uncertainties are fixed to their best fit values. The systematic un-
certainty component is then taken as the difference in quadrature between the total and the
statistical uncertainties. The individual contributions to the uncertainty in the measured sig-
nal strength from experimental uncertainties, the limited size of the simulated samples, and
theoretical uncertainties are also evaluated following a similar procedure. The individual un-
certainty components are summarized in Table 9. The uncertainty in the measured signal rate
is dominated by the limited number of events in data.

Figure 11 (left) reports a summary of the best fit values for the signal strength and the corre-
sponding 68% CL intervals obtained from a profile likelihood scan in each production category.
The best fit signal strengths in each production category are consistent with the combined fit
result as well as the SM expectation. A likelihood scan is performed in which the four main
Higgs boson production mechanisms are associated to either fermion (ggH and ttH) or vec-
tor boson (VBF and VH) couplings. Two signal strength modifiers, denoted as µggH,ttH and
µVBF,VH, are varied independently as unconstrained parameters in the fit. Figure 11 (right)
shows the 1s and 2s contours, computed as variations around the minimum of �2 D ln(L) for
mH = 125.38 GeV, for the signal strength modifiers µggH,ttH and µVBF,VH. The best fit values
for these parameters are µ̂ggH,ttH = 0.66+0.67

�0.66 and µ̂VBF,VH = 1.84+0.89
�0.77, consistent with the SM

expectation.

An unbiased mass distribution representative of the fit result in the VBF category is obtained by
weighting both simulated and data events from the VBF-SR and VBF-SB regions by the S/(S+B)

30

Table 9: Major sources of uncertainty in the measurement of the signal strength µ and their
impact. The total post-fit uncertainty on µ is divided into the statistical and systematic compo-
nents. The systematic component is further separated into three parts depending on the origin
of the different sources of uncertainty: experimental, theoretical, and size of the simulated sam-
ples. The uncertainty due to the limited statistics of the simulated samples only affects the VBF
category results.

Uncertainty source Dµ

Post-fit uncertainty +0.44 �0.42

Statistical uncertainty +0.41 �0.40

Systematic uncertainty +0.17 �0.16

Experimental uncertainty +0.12 �0.11
Theoretical uncertainty +0.10 �0.11
Size of simulated samples +0.07 �0.06
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Figure 11: Left: signal strength modifiers measured for mH = 125.38 GeV in each production
category (black points) are compared to the result of the combined fit (solid red line) and the
SM expectation (dashed grey line). Right: scan of the profiled likelihood ratio as a function of
µggH,ttH and µVBF,VH with the corresponding 1s and 2s uncertainty contours. The black cross
indicates the best fit values (µ̂ggH,ttH, µ̂VBF,VH) = (0.66, 1.84), while the red circle represents
the SM expectation.

ratio. The S/(S+B) weights are computed as a function of the mass-decorrelated DNN output,
defined in Section 6, for events within mµµ = 125.38 GeV±HWHM and using the same bin
boundaries as displayed in Fig. 1. The HWHM of the signal peak in the VBF category is about
2 GeV. The best fit estimates for the nuisance parameters and signal strength are propagated
to the mµµ distribution. This distribution is not used for any of the measurements presented in
this paper, but only to visualize the fit result. Figure 12 (left) shows the observed and predicted
weighted mµµ distributions for events in the VBF-SB and VBF-SR regions, combining 2016,
2017, and 2018 data. The lower panel shows the residuals between the data and the post-fit
background prediction, along with the post-fit uncertainty obtained from the background-only
fit. The best fit signal contribution with mH = 125.38 GeV is indicated by the blue line. An
excess is observed in the weighted data distribution that is consistent with the expected res-
onant mass distribution for the signal with mH near 125 GeV and compatible with the excess
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observed at high DNN score in Fig. 3. The signal and background distributions are then inter-
polated with a spline function in order to obtain a continuous spectrum that can be summed
with the parametric fit results in the ggH, WH, ZH, and ttH categories. Figure 12 (right) shows
the mµµ distribution for the weighted combination of all event categories. The ggH, VH, and
ttH categories are weighted proportionally to the corresponding S/(S+B) ratio, where S and
B are the number of expected signal and background events with mass within ±HWHM of
the expected signal peak with mH = 125.38 GeV. The weighted data in the upper panel are
dominated by the ggH event categories with many data events but relatively small S/(S+B).
The lower panel shows the residuals after background subtraction, with the best fit SM sig-
nal contribution with mH = 125.38 GeV indicated by the red line. An excess of events over the
background-only expectation is observed near mµµ = 125 GeV.

0

5

10

15

20

25

30

S/
(S

+B
) W

ei
gh

te
d 

Ev
en

ts
 / 

G
eV Data µµ→H

Zjj-EW DY
Top quark Diboson
VBF ggH

 (13 TeV)-1137 fb

CMS
Post-fit
VBF category

 = 125.38 GeVHm

110 115 120 125 130 135 140 145 150
 (GeV)µµm

2−
0
2

D
at

a-
Bk

g.

0

100

200

300

400

500

600

700

800

S/
(S

+B
) W

ei
gh

te
d 

Ev
en

ts
 / 

G
eV

 (13 TeV)-1137 fb

CMS

S/(S+B) weighted
All categories

 = 125.38 GeVHm

Data
=1.19)µS+B (

Bkg. component
σ 1 ±

σ 2 ±

110 115 120 125 130 135 140 145 150
 (GeV)µµm

5−

0

5

D
at

a-
Bk

g.

Figure 12: Left: the mµµ distribution for the weighted combination of VBF-SB and VBF-SR
events. Each event is weighted proportionally to the S/(S+B) ratio, calculated as a function of
the mass-decorrelated DNN output. The lower panel shows the residuals after subtracting the
background prediction from the S+B fit. The best fit H ! µ+µ� signal contribution is indicated
by the blue line and histogram, while the grey band indicates the total background uncertainty
from the background-only fit. Right: the mµµ distribution for the weighted combination of all
event categories. The lower panel shows the residuals after background subtraction, with the
best fit SM H ! µ+µ� signal contribution for mH = 125.38 GeV indicated by the red line.

The result is combined with that obtained from data recorded at centre-of-mass energies of 7
and 8 TeV. The 7+8 TeV search described in Ref. [97] has been updated using for the Higgs
boson production cross sections and branching fractions the values reported in Ref. [22]. Sys-
tematic uncertainties in the inclusive signal production cross sections and B(H ! µ+µ�) are
correlated across the 7, 8, and 13 TeV analyses. Experimental uncertainties affecting the mea-
sured properties of the various physics objects (muons, electrons, jets, and b quark jets), the
measurement of the integrated luminosity, and the modelling of the pileup conditions are as-
sumed to be uncorrelated between the 7+8 and 13 TeV analyses. Table 10 reports the observed
and expected significances over the background-only expectation at mH = 125.38 GeV and the
95% CL ULs on µ in each production category, as well as for the 13 TeV and the 7+8+13 TeV
combined fits. The combination improves, relative to the 13 TeV-only result, both the expected
and the observed significance at mH = 125.38 GeV by about 1%. Figure 13 shows the observed
(solid black) and the expected (dashed black) local p-values derived from the 7+8+13 TeV com-

๏ Split by categories: VBF (13 MVA output bins),  
ggF (5 bins), ttH (3 hadronic & 2 leptonic bins),  
and WH/ZH (3/2 bins) 

๏ Fit to the dimuon mass distributions in all  
categories, except for VBF, where the MVA  
output is fit directly 

๏ Observed (expected) signal significance: 3.0 (2.5)σ
JHEP 01 (2021) 148

VBF category
All categories

https://link.springer.com/article/10.1007/JHEP01(2021)148
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CMS Combination
๏ Results are combined with the 7 and 8 TeV analyses, 

which yields: 
★ Signal strength: μ = 1.19+0.40-0.39  +0.15-0.14 
★ Observed (expected) significance: 3.0 (2.5)σ
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the assumption that there are no new particles contributing to the Higgs boson total width,
Higgs boson production and decay rates in each category are expressed in terms of coupling
modifiers within the k-framework [107]. Six free coupling parameters are introduced in the
likelihood function (kW, kZ, kt , kt, kb, and kµ) and are extracted from a simultaneous fit across
all event categories. In the combined fit, the event categories of the

p
s = 13 TeV H ! µ+µ�

analysis described in this paper supersede those considered in Ref. [10]. Figure 14 (left) shows
the observed profile likelihood ratio as a function of kµ for mH = 125.38 GeV. The best fit value
for kµ (kµ = 1.07), as well as those for the other couplings, are compatible with the SM pre-
diction. The corresponding 68 and 95% CL intervals for the kµ parameter are 0.85 < kµ < 1.29
and 0.59 < kµ < 1.50, respectively. Note that the observed (expected) significances reported in
Table 10 and Fig. 10 are computed assuming SM production cross sections and decay rates, con-
strained within the corresponding theoretical uncertainties. In the result presented in Fig. 14
(left), the freely floating coupling modifiers are allowed to simultaneously modify both Higgs
boson production cross sections and decay rates within the constraint of keeping the total Higgs
boson width fixed to the SM value.

In the SM, the Yukawa coupling between the Higgs boson and the fermions (lF) is proportional
to the fermion mass (mF), while the coupling to weak bosons (gV) is proportional to the square
of the vector boson masses (mV). The results from the k-framework fit can therefore be trans-
lated in terms of reduced coupling strength modifiers, defined as yV =

p
kV mV/n for weak

bosons and yF = kF mF/n for fermions, where n is the vacuum expectation value of the Higgs
field of 246.22 GeV [93]. Figure 14 (right) shows the best fit estimates for the six reduced cou-
pling strength modifiers as a function of particle mass, where lepton, vector boson, and quark
masses are taken from Ref. [93]. The compatibility between the measured coupling strength
modifiers and their SM expectation is derived from the �2 D ln(L) separation between the best
fit and an alternative one, performed by fixing the six coupling modifiers to the SM prediction
(kW = kZ = kt = kt = kb = kµ = 1), yielding a p-value of 44%.
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Figure 14: Left: the observed profile likelihood ratio as a function of kµ for mH = 125.38 GeV,
obtained from a combined fit with Ref. [10] in the k-framework. The best fit value for kµ is
1.07 and the corresponding observed 68% CL interval is 0.85 < kµ < 1.29. Right: the best fit
estimates for the reduced coupling modifiers extracted for fermions and weak bosons from the
resolved k-framework compared to their corresponding prediction from the SM. The error bars
represent 68% CL intervals for the measured parameters. In the lower panel, the ratios of the
measured coupling modifiers values to their SM predictions are shown.
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bined fit as a function of mH in a 5 GeV window around the expected Higgs boson mass. The
expected p-value is computed on an Asimov data set generated from the background expec-
tation obtained from the S+B fit with a mH = 125.38 GeV signal injected. As in Fig. 10, the
solid markers indicate the mass points for which the observed p-values are computed. The
best fit signal strength, and the corresponding 68% CL interval, obtained from the 7+8+13 TeV
combination for the Higgs boson with mass of 125.38 GeV is 1.19+0.40

�0.39 (stat)+0.15
�0.14 (syst).

Table 10: Observed and expected significances for the incompatibility with the background-
only hypothesis for mH = 125.38 GeV and the corresponding 95% CL upper limits on µ (in the
absence of H ! µ+µ� decays) for each production category, as well as for the 13 TeV and the
7+8+13 TeV combined fits.

Production category Observed (expected) signif. Observed (expected) UL on µ
VBF 2.40 (1.77) 2.57 (1.22)
ggH 0.99 (1.56) 1.77 (1.28)
ttH 1.20 (0.54) 6.48 (4.20)
VH 2.02 (0.42) 10.8 (5.13)
Combined

p
s = 13 TeV 2.95 (2.46) 1.94 (0.82)

Combined
p

s = 7, 8, 13 TeV 2.98 (2.48) 1.93 (0.81)
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Figure 13: Observed (solid black) and expected (dashed black) local p-values as a function of
mH, extracted from the combined fit performed on data recorded at

p
s = 7, 8, and 13 TeV, are

shown. The expected p-values are calculated using the background expectation obtained from
the S+B fit and injecting a signal with mH = 125.38 GeV and µ = 1.

The results presented in this paper are the most precise measurement of the H ! µ+µ� de-
cay rate reported to date, and provide the best constraint of the coupling between the Higgs
boson and the muon. The signal strength measured in the H ! µ+µ� analysis cannot be trans-
lated directly into a measurement of the Higgs boson coupling to muons because it is also
sensitive to the interactions between the Higgs boson and several SM particles involved in the
production processes considered, primarily the top quark and vector boson couplings. These
Higgs boson couplings to other particles are constrained by combining the result of this anal-
ysis with those presented in Ref. [10], based on pp collision data recorded by the CMS exper-
iment at

p
s = 13 TeV in 2016 corresponding to an integrated luminosity of 35.9 fb�1. Under
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bined fit as a function of mH in a 5 GeV window around the expected Higgs boson mass. The
expected p-value is computed on an Asimov data set generated from the background expec-
tation obtained from the S+B fit with a mH = 125.38 GeV signal injected. As in Fig. 10, the
solid markers indicate the mass points for which the observed p-values are computed. The
best fit signal strength, and the corresponding 68% CL interval, obtained from the 7+8+13 TeV
combination for the Higgs boson with mass of 125.38 GeV is 1.19+0.40

�0.39 (stat)+0.15
�0.14 (syst).

Table 10: Observed and expected significances for the incompatibility with the background-
only hypothesis for mH = 125.38 GeV and the corresponding 95% CL upper limits on µ (in the
absence of H ! µ+µ� decays) for each production category, as well as for the 13 TeV and the
7+8+13 TeV combined fits.

Production category Observed (expected) signif. Observed (expected) UL on µ
VBF 2.40 (1.77) 2.57 (1.22)
ggH 0.99 (1.56) 1.77 (1.28)
ttH 1.20 (0.54) 6.48 (4.20)
VH 2.02 (0.42) 10.8 (5.13)
Combined

p
s = 13 TeV 2.95 (2.46) 1.94 (0.82)

Combined
p

s = 7, 8, 13 TeV 2.98 (2.48) 1.93 (0.81)
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Figure 13: Observed (solid black) and expected (dashed black) local p-values as a function of
mH, extracted from the combined fit performed on data recorded at

p
s = 7, 8, and 13 TeV, are

shown. The expected p-values are calculated using the background expectation obtained from
the S+B fit and injecting a signal with mH = 125.38 GeV and µ = 1.

The results presented in this paper are the most precise measurement of the H ! µ+µ� de-
cay rate reported to date, and provide the best constraint of the coupling between the Higgs
boson and the muon. The signal strength measured in the H ! µ+µ� analysis cannot be trans-
lated directly into a measurement of the Higgs boson coupling to muons because it is also
sensitive to the interactions between the Higgs boson and several SM particles involved in the
production processes considered, primarily the top quark and vector boson couplings. These
Higgs boson couplings to other particles are constrained by combining the result of this anal-
ysis with those presented in Ref. [10], based on pp collision data recorded by the CMS exper-
iment at

p
s = 13 TeV in 2016 corresponding to an integrated luminosity of 35.9 fb�1. Under
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LHC Combination
๏ The official LHC combination of these exciting 

results is under way 
๏ However, given that the results are dominated by 

statistical uncertainties, a naive combination 
provides a reliable preview of what to expect 
once the official numbers will become available: 

๏ Couplings to second-generation fermions appear 
to be consistent with the SM Higgs Yukawa 
couplings within a ~30% precision

10

µ(H →µµ) = 1.19 ± 0.35

Observed (expected) significance: 3.6 (3.0)σ

Unofficial combination
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CPV in Bs → J/ψ(µ+µ-)φ(K+K-)

11

Tagger calibration

on B± → J/ψK± decays

๏ New CMS CPV parameter measurement using 
advanced opposite-side DNN muon tagger and a 
3μ trigger that together enhance the tagging 
power εD2 to ~10% (x10 compared to Run 1) 
★ Based on 2017+2018 data (trigger not available in 

2016) 
★ Full time-dependent angular analysis (3 angles) 
★ Significantly improved precision on the CPV 

parameters, such as φs, compared to Run 1 result

→

→

PLB 816 (2021) 136188

https://www.sciencedirect.com/science/article/pii/S0370269321001283?via=ihub
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Lepton Universality & W Boson
๏ Long-standing puzzle from LEP era: 

★ The W(τν) branching fraction is measured consistently higher in 
all four experiments w.r.t. the W(eν) or W(µν) branching fractions 

★ Combined result: Rτ/μ = 1.070 ± 0.026, 2.7σ from unity 
★ Possible hint of lepton non-universality or statistical fluctuation?

12

Lepton Lepton

non–universality universality

Experiment B(W → eνe) B(W → µνµ) B(W → τντ ) B(W → hadrons)

[%] [%] [%] [%]

ALEPH 10.78± 0.29 10.87± 0.26 11.25± 0.38 67.13± 0.40

DELPHI 10.55± 0.34 10.65± 0.27 11.46± 0.43 67.45± 0.48

L3 10.78± 0.32 10.03± 0.31 11.89± 0.45 67.50± 0.52

OPAL 10.71± 0.27 10.78± 0.26 11.14± 0.31 67.41± 0.44

LEP 10.71± 0.16 10.63± 0.15 11.38± 0.21 67.41± 0.27

χ2/dof 6.3/9 15.4/11

Table 5.5: Summary of W branching fractions derived from W-pair production cross-sections
measurements up to 207 GeV centre-of-mass energy.

 
W Leptonic Branching Ratios
ALEPH 10.78 ±  0.29
DELPHI 10.55 ±  0.34
L3 10.78 ±  0.32
OPAL 10.71 ±  0.27

LEP W→eν 10.71 ±  0.16
ALEPH 10.87 ±  0.26
DELPHI 10.65 ±  0.27
L3 10.03 ±  0.31
OPAL 10.78 ±  0.26

LEP W→µν 10.63 ±  0.15
ALEPH 11.25 ±  0.38
DELPHI 11.46 ±  0.43
L3 11.89 ±  0.45
OPAL 11.14 ±  0.31

LEP W→τν 11.38 ±  0.21

LEP W→lν 10.86 ±  0.09
χ2/ndf = 6.3 / 9

χ2/ndf = 15.4 / 11

10 11 12
Br(W→lν) [%]

 

 

W Hadronic Branching Ratio

ALEPH 67.13 ±  0.40

DELPHI 67.45 ±  0.48

L3 67.50 ±  0.52

OPAL 67.41 ±  0.44

LEP 67.41 ±  0.27
χ2/ndf = 15.4 / 11

66 68 70

Br(W→hadrons) [%]

 

Figure 5.3: Leptonic and hadronic W branching fractions, as measured by the experiments,
and the LEP combined values according to the procedures described in the text.
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ADLO, Phys. Rep. 532 (2013) 119

https://arxiv.org/pdf/1302.3415
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ATLAS Test of LFU

13

Table 2: A list of the sources of uncertainty a�ecting the measurement. The impact on R(⌧/µ) is assessed by fixing
the relevant fit parameters for a given uncertainty and re-fitting to data. The size of the uncertainty reduction in this
modified fit is the quoted impact. Di�erent individual components used in the fit are combined into categories such
that the leading sources can be seen clearly.

Source Impact on R(⌧/µ)
Prompt dµ

0 templates 0.0038
µ(prompt) and µ(⌧!µ) parton shower variations 0.0036
Muon isolation e�ciency 0.0033
Muon identification and reconstruction 0.0030
µ(had.) normalisation 0.0028
tt̄ scale and matching variations 0.0027
Top pT spectum variation 0.0026
µ(had.) parton shower variations 0.0021
Monte Carlo statistics 0.0018
Pile-up 0.0017
µ(⌧!µ) and µ(had.) dµ

0 shape 0.0017
Other detector systematic uncertainties 0.0016
Z+jet normalisation 0.0009
Other sources 0.0004
B(⌧ ! µ⌫⌧⌫µ) 0.0023
Total systematic uncertainty 0.0109
Data statistics 0.0072
Total 0.013

0.98 1 1.02 1.04 1.06 1.08 1.1
)νµ→W(Β)/ντ→W(Β)=µ/τR(

 

ATLAS
-1 = 13 TeV, 139 fbs

LEP (Phys.Rept. 532 119)

ATLAS - this result
Statistical Uncertainty

Systematic Uncertainty
Total Uncertainty

Figure 4: The measurement of R(⌧/µ) is shown (black circular marker) and compared with the previous LEP
result (red square marker). The statistical and systematic errors are shown separately and also the total error of the
measurement. The vertical dashed line indicates the Standard Model’s prediction lepton-flavour universality, with
equal W boson branching ratios to di�erent lepton flavours.
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Figure 3: The |dµ
0 | distributions for each channel (left: e–µ channel, right: µ–µ channel) and probe muon pµT bin

(top: 5 < pµT < 10 GeV, middle: 10 < pµT < 20 GeV, bottom: 20 < pµT < 250 GeV) used in the analysis. Plots are
shown after the fit has been performed. The data are represented by points and a stacked histogram represents the
di�erent simulated processes. The bottom panel shows the ratio of the data to the expectation. Blue bands indicate
the systematic uncertainties with the constraints from the analysis fit applied. Di�erent components are labelled
according to the muon source and process. The contribution from ’other SM processes’ is dominated by di-boson
and tt̄ + V production.

9

๏ Large samples of muonic W decays in tt events, either prompt or 
via a τ lepton, made it possible for a precision test of the LEP result 

๏ Tag one top quark leptonic (e/μ) decay and look on the other side, 
utilizing the probe muon pT and impact parameter to distinguish 
prompt and non-prompt events 

๏ Main backgrounds Z(μμ) w/ lost μ and and non-W probe μ events 
๏ Fit impact parameter spectra in different pT(μ) bins 
๏ Result: Rτ/μ = 0.992 ± 0.013, in good agreement w/ LFU
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https://www.nature.com/articles/s41567-021-01236-w
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CMS Test of LFU
๏ Inclusive analysis targeting simultaneous extraction 

of β = {βe, βμ, βτ, βh} W boson branching fractions, 
using both leptonic and hadronic τ lepton decays 
★ Search includes W+jets, WW, tW, and tt production 
★ Categorizes events in multiple classes depending on 

the leptonic and jet content and uses global fit to 
simultaneously extract the branching fractions 

★ Uses kinematic information in dilepton events to 
separate leptons coming directly from the W boson 
decay from those coming from the intermediate τ 
lepton decays 

★ Unlike the ATLAS analysis, does not use the lepton 
displacement to separate direct and τ lepton mediated 
decays14
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CMS: Examples of the Fits
๏ Fits to pT(τ) distribution in the μτ category with 2 b jets and 

to the trailing lepton pT in the eμ category with ≥ 2 b jets

15

7. Systematic uncertainties 13

Figure 4: Distributions used as inputs for the binned likelihood fits for the µt categories. The
different panels list the varying selections on the number of jets (Nj) and of b-tagged jets (Nb)
required in each case. The bottom panels show the ratio of data over prefit expectations, with
the gray histograms (slanted bars) indicating MC statistical (postfit systematic) uncertainties.

The uncertainties associated to the PDFs used in the MC data are accounted for by summing in
quadrature the weights of the 100 NNPDF3.0 replicas, and then varying the event weights both
up and down by this value. Similarly, each simulated event has weights associated with the
nine possible variations of the theoretical renormalization µR and factorization µF scales. The
associated uncertainty of the simulated samples is thereby assessed considering all possible

7. Systematic uncertainties 11

Figure 2: Distributions used as inputs for the binned likelihood fits for the eµ categories. The
different panels list the varying selections on the number of jets (Nj) and of b-tagged jets (Nb)
required in each case. The bottom panels show the ratio of data over prefit expectations, with
the gray histograms (slanted bars) indicating MC statistical (postfit systematic) uncertainties.

an electron is misreconstructed as a hadronically decaying tau is accounted for by a single nor-
malization n.p. The tau energy scale is corrected based on a dedicated independent measure-
ment, and an uncertainty of 1.2% per decay mode is assigned to it. These are included as three
different shape uncertainties depending on the reconstructed decay mode of the hadronically
decaying tau.

The systematic uncertainties associated to the jet energy scale and resolution impact the anal-
ysis by modifying the acceptance of events in the various jet multiplicity categories. Its associ-
ated propagated uncertainty is derived by varying the various sources of jet uncertainties, and
assessing the resulting effect on the jet and b tag multiplicities. The jet energy scale is varied
over various individual uncertainty sources, and incorporated via several shape nuisance pa-
rameters. The jet energy is corrected in simulation to account for the difference in resolution
between data and simulation. The correction is applied per jet and is dependent on the jet
pT. The overall effect of this procedure is estimated by varying the energy scale factor up and
down one standard deviation, and propagating the corresponding effect into the morphing
templates.

The b tag modelling in simulation is corrected with scale factors to better describe the data.
The uncertainty of the correction is assessed based on up and down variations of b tagging and

C
M

S 
PA

S 
SM

P-
18

-0
11

https://cds.cern.ch/record/2758905?ln=en
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CMS Results
๏ Results consistent with both LU and ATLAS results, and are 

complementary to ATLAS via the inclusion of the electron channel 
๏ Sensitivity to hadronic decays allow to test the CKM matrix unitarity 

and extract the poorly measured |Vcs| element with the precision 
rivaling the world average

16

8. Results 17

Table 3: Values of the W branching fractions determined here, compared to the corresponding
LEP measurements. The bottom rows list the leptonic W branching fraction derived combining
the three individual decay modes assuming lepton universality. Statistical and systematics
uncertainties are quoted for each branching fraction.

CMS LEP
B(W ! ene) (10.83 ± 0.01 ± 0.10)% (10.71 ± 0.14 ± 0.07) %
B(W ! µnµ) (10.94 ± 0.01 ± 0.08)% (10.63 ± 0.13 ± 0.07) %
B(W ! tnt ) (10.77 ± 0.05 ± 0.21)% (11.38 ± 0.17 ± 0.11) %
B(W ! h) (67.46 ± 0.04 ± 0.28)% –
with LU
B(W ! `n) (10.89 ± 0.01 ± 0.08)% (10.86 ± 0.06 ± 0.09)%
B(W ! h) (67.32 ± 0.02 ± 0.23)% (67.41 ± 0.18 ± 0.20)%

Figure 7: Summary of the measured values of the W leptonic branching fractions compared
to the corresponding LEP results [3]. The vertical green-yellow band shows the extracted W
leptonic branching fraction assuming lepton universality (the hatched band shows the corre-
sponding LEP result).

20

Figure 10: Two-dimensional distributions of the ratios Rt/e versus Rt/µ , compared to similar
LEP and ATLAS results and to the SM expectation. The green and yellow bands (dashed lines
for the LEP results) correspond to the 68% and 95% CL for the resulting two-dimensional Gaus-
sian distribution. The one-dimensional (1D) 68% CL bands are also overlaid for a better visual
comparison with the corresponding ATLAS Rt/µ result.

18

Figure 8: Two-dimensional comparisons of pairs of W leptonic branching fractions derived
here, compared to LEP results and to the SM expectation. The green and yellow bands (dashed
lines for the LEP results) correspond to the 68% and 95% CL for the resulting two-dimensional
Gaussian distribution.

compared between each other as well as to the SM expectation, as shown in Fig. 10. Table 4 lists
the ratios constructed from the measurements described above, compared to those measured
by LEP and ATLAS.

Table 4: Ratios of different leptonic branching fractions measured in this analysis, and com-
pared to the corresponding LEP and ATLAS results.

CMS LEP ATLAS
Rµ/e = B(W ! µnµ)/B(W ! ene) 1.009 ± 0.009 0.993 ± 0.019 –
Rt/e = B(W ! tnt )/B(W ! ene) 0.994 ± 0.021 1.063 ± 0.027 –
Rt/µ = B(W ! tnt )/B(W ! µnµ) 0.985 ± 0.020 1.070 ± 0.026 0.992 ± 0.013

Rt/` 1.002 ± 0.019 1.066 ± 0.025 –

From the determined values of the inclusive hadronic and leptonic W branching fractions, and
following Eq. (2), other interesting SM quantities can be derived such as the QCD coupling at
the W mass scale, aS(m

2
W), or the least well measured of the CKM elements, |Vcs|, as well as

checking the unitarity of the first two rows of the CKM matrix. To extract those SM parame-
ters, one compares the measured ratio of hadronic-to-leptonic branching fractions to the cor-
responding NLO theoretical expression, leaving either aS(m

2
W) or the CKM matrix element(s)

free,
B(W ! h)

1 � B(W ! h)
=

 
1 +

aS(m
2
W)

p

!

Â
i=(u,c),

j=(d,s,b)

|Vij
2
| = 2.060 ± 0.021 , (14)

where the value of B(W ! h) is that extracted when LU is assumed. The theoretical uncertain-
ties of Eq. (14), from parametric dependencies and missing higher-order corrections, are much
smaller than the experimental uncertainty for this ratio [6, 10]. If CKM unitarity is imposed,
then the sum in Eq. (14) is Â |Vij|

2 = 2 and a value of aS(m
2
W) = 0.094 ± 0.033 can be de-

rived. This value is clearly not as precise as the current world-average QCD coupling constant,
which amounts to aS(m

2
W) = 0.1202 ± 0.0010 at the W scale [11], but confirms the usefulness

of Eq. (14) to extract this fundamental parameter at future ee colliders where the W branching
fractions can be measured much more precisely [44]. If, instead, the current world average of
aS(m

2
W) is used in Eq. (14), and the sum in Eq. (14) is left free, a value of Âij|Vij|

2 = 1.989± 0.021
is obtained that provides a precise test of CKM unitarity. Further solving Eq. (14) for |Vcs|, and
using the more precisely measured values of the other CKM matrix elements in the sum, yields

9. Conclusions 21

a value of |Vcs| = 0.969 ± 0.011 that is as precise as the value |Vcs| = 0.987 ± 0.011 directly
measured from semileptonic D or leptonic Ds decays, using lattice QCD calculations of the
semileptonic D form factor or the Ds decay constant [11]. The precision extracting aS(m

2
W)

and |Vcs|, as well as the CKM unitarity test, are virtually entirely determined by the systematic
uncertainty of the inclusive leptonic branching fraction measurement assuming lepton univer-
sality.

9 Conclusions
Precise measurements of the three leptonic decay branching fractions of the W boson, as well as
of the inclusive leptonic and hadronic ones assuming lepton universality, have been presented.
The analysis is based on a data sample of proton-proton collisions at a center-of-mass energy
of 13 TeV corresponding to an integrated luminosity of 35.9 fb�1 recorded by the CMS exper-
iment during the 2016 run. Events are collected online using single charged lepton triggers
that require at least one prompt electron or muon with large transverse momentum. The of-
fline analysis defines categories of final states consistent with the production of two W bosons,
or a W boson plus jets, that decay leptonically. The extraction of W boson leptonic branch-
ing fractions is carried out through a binned maximum likelihood fit of multiple event cate-
gories, where the selected leptonic final states are further classified according to the number
of jets as well as of the number of those jets identified as originating from bottom quarks, and
binned by channel-dependent kinematic information. The branching fractions for the decay of
the W boson into electrons, muons, taus, and hadrons are determined to be (10.83 ± 0.10)%,
(10.94± 0.08)%, (10.77± 0.21)%, and (67.46± 0.28)%, respectively. These results are consistent
with the lepton universality hypothesis of the standard model (SM) of particle physics, with a
precision that exceeds that achieved by previous measurements based on data collected by the
LEP experiments.

When imposing lepton universality while fitting the data, values of (10.89± 0.08)% and (67.32±
0.23)% are obtained for the inclusive leptonic and hadronic branching fractions, respectively.
From the ratio of inclusive hadronic-to-leptonic branching fractions compared to the corre-
sponding theoretical prediction, further SM quantities can be derived. First, the square sum
of the elements of the first two rows of the Cabibbo–Kobayashi–Maskawa (CKM) matrix are
found to be Âij|Vij|

2 = 1.989 ± 0.021, thereby providing a precise test of CKM unitarity. The
|Vcs| quark flavor mixing element can be fit similarly, finding |Vcs| = 0.969 ± 0.011, which is
as precise as the current world-average of |Vcs| = 0.987 ± 0.011 obtained from direct D meson
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Figure 8: Two-dimensional comparisons of pairs of W leptonic branching fractions derived
here, compared to LEP results and to the SM expectation. The green and yellow bands (dashed
lines for the LEP results) correspond to the 68% and 95% CL for the resulting two-dimensional
Gaussian distribution.

compared between each other as well as to the SM expectation, as shown in Fig. 10. Table 4 lists
the ratios constructed from the measurements described above, compared to those measured
by LEP and ATLAS.

Table 4: Ratios of different leptonic branching fractions measured in this analysis, and com-
pared to the corresponding LEP and ATLAS results.

CMS LEP ATLAS
Rµ/e = B(W ! µnµ)/B(W ! ene) 1.009 ± 0.009 0.993 ± 0.019 –
Rt/e = B(W ! tnt )/B(W ! ene) 0.994 ± 0.021 1.063 ± 0.027 –
Rt/µ = B(W ! tnt )/B(W ! µnµ) 0.985 ± 0.020 1.070 ± 0.026 0.992 ± 0.013

Rt/` 1.002 ± 0.019 1.066 ± 0.025 –

From the determined values of the inclusive hadronic and leptonic W branching fractions, and
following Eq. (2), other interesting SM quantities can be derived such as the QCD coupling at
the W mass scale, aS(m

2
W), or the least well measured of the CKM elements, |Vcs|, as well as

checking the unitarity of the first two rows of the CKM matrix. To extract those SM parame-
ters, one compares the measured ratio of hadronic-to-leptonic branching fractions to the cor-
responding NLO theoretical expression, leaving either aS(m

2
W) or the CKM matrix element(s)

free,
B(W ! h)

1 � B(W ! h)
=

 
1 +

aS(m
2
W)

p

!

Â
i=(u,c),

j=(d,s,b)

|Vij
2
| = 2.060 ± 0.021 , (14)

where the value of B(W ! h) is that extracted when LU is assumed. The theoretical uncertain-
ties of Eq. (14), from parametric dependencies and missing higher-order corrections, are much
smaller than the experimental uncertainty for this ratio [6, 10]. If CKM unitarity is imposed,
then the sum in Eq. (14) is Â |Vij|

2 = 2 and a value of aS(m
2
W) = 0.094 ± 0.033 can be de-

rived. This value is clearly not as precise as the current world-average QCD coupling constant,
which amounts to aS(m

2
W) = 0.1202 ± 0.0010 at the W scale [11], but confirms the usefulness

of Eq. (14) to extract this fundamental parameter at future ee colliders where the W branching
fractions can be measured much more precisely [44]. If, instead, the current world average of
aS(m

2
W) is used in Eq. (14), and the sum in Eq. (14) is left free, a value of Âij|Vij|

2 = 1.989± 0.021
is obtained that provides a precise test of CKM unitarity. Further solving Eq. (14) for |Vcs|, and
using the more precisely measured values of the other CKM matrix elements in the sum, yields

CKM matrix unitarity:



Figure 1: Representative Feynman diagrams for the decay of a ⌫+ meson to a  + meson in association with two
leptons (a) in the SM and (b) in the EFT approach, and for production of two leptons via a 1B✓✓ contact interaction in
?? collisions (c) without and (d) with a 1-jet in the final state.

in perturbative QCD the hard-scattering process of //W⇤-boson production and decay. It was interfaced
to P����� 8.186 to model the parton shower, hadronization, and underlying event, with parameters set
according to the AZNLO tune [26]. The CT10 parton distribution function (PDF) set [27] was used for the
hard scattering process, whereas the CTEQ6L1 PDF set [28] was used for the parton shower. The e�ect of
QED final-state radiation (FSR) was simulated with Photos++ 3.52 [29, 30]. The use of P����� B��
was validated by a generator-level comparison with a sample produced by S����� 2.2.1 [31] using NLO
matrix elements for up to two partons, and leading-order (LO) matrix elements for up to four partons
calculated with the Comix [32] and O���L���� 1 [33–35] libraries. Samples of diboson (,-boson) events,
denoted by ++ (,+jets), were simulated with S����� 2.2.2 (2.2.1) [31] using matrix elements at NLO
accuracy in QCD with up to one (two) additional partons and up to three (four) additional parton emissions
at LO, while additional corrections were calculated using the Comix [32] and O���L���� 1 [33–35]
libraries. The NNPDF3.0nnlo set of PDFs [36] was used for ++ and,+jets productions. For both ++ and
,+jets, the matrix elements were matched with the S����� parton shower [37] using the MEPS@NLO
prescription [38–41] and the parameter tune developed by the S����� authors. The,+jets samples were
normalized to a next-to-next-to-leading-order (NNLO) prediction [42]. The production of CC̄ and single-top-
quark,C events was modeled using the P����� B�� v2 generator at NLO with the NNPDF3.0nlo PDF set,
and the ⌘damp parameter set to 1.5<top. Events were interfaced to P����� 8.230 [43] to model the parton
shower, hadronization, and underlying event, using the A14 parameter tune [44] and the NNPDF2.3lo
set of PDFs. For ,C events, the diagram removal scheme [45] was used to remove interference with CC̄
production. The production of CC̄+ events was modeled using the M��G����5_aMC@NLO v2.3.3 [46]
generator at NLO with the NNPDF3.0nlo PDF set. The events were interfaced to P����� 8.210 using
the A14 tune and the NNPDF2.3lo PDF set. The E��G�� 1.2.0 (1.6.0) program [47] was used to decay
bottom and charm hadrons for the CC̄+ and //W⇤ (CC̄) processes. The 1B✓✓ EFT signal was generated at
LO with up to two partons in the final state by M��G����5_aMC@NLO with the NNPDF2.3lo PDF set
and the A14 tune of P����� 8 parameters, using the CKKW-L merging algorithm [48] with a :C -Durham
parameter of 400 GeV. A model provided by the authors of Ref. [15] was used.3 The cross section for
the simulated signal with ⇤/6⇤ = 1 TeV is 0.113 pb, for both electrons and muons. The ATLAS detector
response was simulated with G����4 [49, 50], except for signal samples, where a fast simulation [51]
was used. The e�ect of multiple interactions in the same and neighboring bunch crossings (pileup) was
modeled by overlaying simulated inelastic ?? events generated by P����� 8.186 [52] with the A3 tune [53]
and the NNPDF2.3lo PDF set [36]. All MC distributions were reweighted so that the distribution of the
average number of interactions per bunch crossing corresponds to the distribution in data.

Only events taken during stable beam conditions, and for which all relevant components of the detector

3 The model can be found at the FeynRules database: http://feynrules.irmp.ucl.ac.be/wiki/FCNC4F.
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ATLAS LFU in Dilepton + b Jets
๏ Flavor anomalies in b → s𝓁𝓁 transitions can be also probed with high-

pT physics, in the context of the EFT 

๏ Same operators will give 
rise to signatures with dileptons and jets in the final state 

๏ New ATLAS analysis requires a pair of OS electrons and muons and 
either 0 or 1 b-tagged jet 

๏ The dilepton mass distribution is then analyzed in the EFT or model-
independent contexts to set limits on new physics contributions
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Figure 4: Model-independent observed (solid line) and expected (dashed line) upper limit on the visible cross section
(fvis = f · n · A) for the (a) electron 1-veto, (b) electron 1-tag, (c) muon 1-veto and (d) muon 1-tag categories.
The uncertainty bands around the expected limit represent the 68% and 95% confidence intervals. The theory lines
(dotted lines) correspond to particular ⇤/6⇤ values of the signal model, and the red marker presents the strongest
expected lower limit on ⇤/6⇤.
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Figure 4: Model-independent observed (solid line) and expected (dashed line) upper limit on the visible cross section
(fvis = f · n · A) for the (a) electron 1-veto, (b) electron 1-tag, (c) muon 1-veto and (d) muon 1-tag categories.
The uncertainty bands around the expected limit represent the 68% and 95% confidence intervals. The theory lines
(dotted lines) correspond to particular ⇤/6⇤ values of the signal model, and the red marker presents the strongest
expected lower limit on ⇤/6⇤.
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Figure 2: Data overlaid on SM background post-fit <✓✓ distributions in the SRs of the (a) electron 1-veto, (b) electron
1-tag, (c) muon 1-veto and (d) muon 1-tag categories. “Others” refers to diboson and ,+jets events. MC statistical
uncertainties and systematic uncertainties are considered (hatched band). The pre-fit signal distribution is presented
as well for a hypothesis of ⇤/6⇤ = 1 TeV. The bottom panels show the ratio of the data to the background prediction,
while the arrows correspond to bins where the ratio is beyond the limits of the figure. The last bin is an overflow bin,
which contains the yields in the bins beyond it. The dashed and dotted lines mark the transition point where the
extrapolation is used in the analysis for the Top and MultÚet backgrounds, respectively.
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CMS Search for LFV τ → 3µ Decay
๏ The best limit was set a decade ago by Belle: B(τ → 3μ ) < 2.1x10-8 @90% CL 

★ At the LHC, ATLAS set a limit of 38 x 10-8 using W(τν) decays 
★ LHCb set a limit of 4.6x10-8 using τ leptons from B/D(s) meson decays (HF channel) 

๏ A new analysis from CMS combines the W and HF channels to maximize the 
sensitivity 
★ The HF channel has Ds → φπ → μμπ as the normalization mode; W channel is normalized 

through the inclusive W cross section measurement 
๏ Set the limit at 8.0x10-8 (6.8x10-8 expected) @90% CL. in the combination of the two 

channels, dominated by the HF channel (2:1) 
๏ Finalizing the full Run 2 data analyses with an even more optimized selection, 

expected to approach Belle sensitivity

18
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Figure 2: Trimuon invariant mass distributions in the six independent event categories used in
the heavy-flavor analysis and defined in the text: A1, A2, B1, B2, C1, C2. The data are shown
with filled circles and vertical bars representing the statistical uncertainty. The background-
only fit and the expected signal for B(t ! 3µ) = 10�7 are shown with solid and dashed lines,
respectively.
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Figure 2: Trimuon invariant mass distributions in the six independent event categories used in
the heavy-flavor analysis and defined in the text: A1, A2, B1, B2, C1, C2. The data are shown
with filled circles and vertical bars representing the statistical uncertainty. The background-
only fit and the expected signal for B(t ! 3µ) = 10�7 are shown with solid and dashed lines,
respectively.
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Figure 1: Trimuon invariant mass distributions for barrel (left) and endcap (right) categories of
the W boson analysis. The data are shown with filled circles and vertical bars representing the
statistical uncertainty. The background-only fit and the expected signal for B(t ! 3µ) = 10�7

are shown with solid and dashed lines, respectively.

affects the endcap region, and is correlated between the barrel and endcap categories. The
other simulation correction uncertainties are uncorrelated between the two categories. The
second largest systematic uncertainty arises from the limited size of the simulated samples
and is uncorrelated between the two categories. The remaining uncertainties come from the
integrated luminosity [28], the W boson production cross section, and the W boson branching
fractions, all of which are correlated between the barrel and endcap categories. The systematic
uncertainties are summarized in Table 1.

Table 1: Sources of systematic uncertainties in the W boson analysis and their effect on the
signal efficiency and normalization for the barrel and endcap categories.

Uncertainty (%)
Source Barrel Endcap
Signal efficiency 7.9 32
Limited size of simulated samples 4.3 6.2
Integrated luminosity 2.5 2.5
pp!W cross section 2.9 2.9
B(W!µn) 0.2 0.2
B(W!tn) 0.2 0.2
Total 9.8 33

5 Search for t !3µ in heavy-flavor hadron decays
The measurement of the t ! 3µ branching fraction for t leptons produced in charm and bot-
tom decays is complicated by uncertainties in the production of heavy-flavor hadrons. These
uncertainties are reduced by utilizing the decay D+

s !fp+!µ+µ�p+ to normalize the signal
yield.

Simulated samples are used to estimate the relative production of t leptons from different
sources and to determine the acceptance and efficiency of the signal and normalization modes.
Four samples are used to extract the acceptance and efficiency. The first is a sample of D+

s !
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Figure 1: Trimuon invariant mass distributions for barrel (left) and endcap (right) categories of
the W boson analysis. The data are shown with filled circles and vertical bars representing the
statistical uncertainty. The background-only fit and the expected signal for B(t ! 3µ) = 10�7

are shown with solid and dashed lines, respectively.

affects the endcap region, and is correlated between the barrel and endcap categories. The
other simulation correction uncertainties are uncorrelated between the two categories. The
second largest systematic uncertainty arises from the limited size of the simulated samples
and is uncorrelated between the two categories. The remaining uncertainties come from the
integrated luminosity [28], the W boson production cross section, and the W boson branching
fractions, all of which are correlated between the barrel and endcap categories. The systematic
uncertainties are summarized in Table 1.

Table 1: Sources of systematic uncertainties in the W boson analysis and their effect on the
signal efficiency and normalization for the barrel and endcap categories.

Uncertainty (%)
Source Barrel Endcap
Signal efficiency 7.9 32
Limited size of simulated samples 4.3 6.2
Integrated luminosity 2.5 2.5
pp!W cross section 2.9 2.9
B(W!µn) 0.2 0.2
B(W!tn) 0.2 0.2
Total 9.8 33

5 Search for t !3µ in heavy-flavor hadron decays
The measurement of the t ! 3µ branching fraction for t leptons produced in charm and bot-
tom decays is complicated by uncertainties in the production of heavy-flavor hadrons. These
uncertainties are reduced by utilizing the decay D+

s !fp+!µ+µ�p+ to normalize the signal
yield.

Simulated samples are used to estimate the relative production of t leptons from different
sources and to determine the acceptance and efficiency of the signal and normalization modes.
Four samples are used to extract the acceptance and efficiency. The first is a sample of D+

s !
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HL LHC Projections
๏ ATLAS compiled the HL LHC projections based on 

their present analysis (likely to be quite conservative!) 
★ Sensitivity ~10-9 @ 90% CL is likely to be achieved
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Figure 2: CLs versus the ⌧ ! 3µ branching fraction, BR(⌧ ! 3µ) ,for each of the discussed scenarios in the
W-channel (left) and HF-channel (right). The horizontal red line denotes the 90% CL. The limit is obtained from the
intersection of the CLs and this line.

Scenario A ⇥ ✏ [%] Nexp
bkg 90% CL UL on BR(⌧ ! 3µ) [10�9]

Run 1 result 2.31 0.19 276
Non-improved 2.31 50.71 13.52
Intermediate 5.01 50.71 6.23
Improved 5.01 40.06 5.36

Table 1: Summary of the inputs to the limit calculation, i.e. A ⇥ ✏ and number of expected background events, Nexp
bkg ,

for each scenario as well as the expected 90% CLs upper limit on the ⌧ ! 3µ branching fraction for an assumed
luminosity of 3 ab�1 of pp collisions at

p
s = 14 TeV in the W-channel.

in the fiducial phase space defined by pT > 10 GeV and |⌘ | < 2.5. Systematic uncertainties include
variations of the scales and masses and are combined quadratically. Thus, in 3 ab�1 of pp collision data
NHF!⌧⌫ =

⇣
2.23+0.52

�0.39

⌘
⇥ 1012 are expected, which increases the dataset of recorded ⌧ leptons by a factor

of ⇠ 40 compared to the W-channel. Tau leptons from HF decays tend to have lower pT relative to
the W-produced ones, resulting in a smaller acceptance. The trigger and reconstruction e�ciencies are
estimated from MC simulations of cc̄/bb̄ ! Ds(⌧ ! 3µ) + X events. The acceptance is extracted from a
generator level study applying kinematic selections looser than the ones imposed by the following trigger
scenarios:

1. low-pT selection: all three muons have pT > 3.5 GeV;

2. high-pT selection: three muons must pass pT > (10.5, 5.5, 2) GeV, respectively.

The e�ciency of events passing either of these selections is evaluated to 14%. Since no trigger decision is
simulated in the HL-LHC samples, the trigger e�ciency is obtained from Run 2 simulation. The resulting
A ⇥ ✏ excluding the ML e�ciency is 3.1%. Since no ML classifier can be trained due to the lack of a
reliable background simulation, the BDT e�ciency obtained in the Run 1 analysis of 28% is applied. The
upper limit is estimated assuming three di�erent background scenarios:

1. High background scenario: This scenario is the most conservative approach taking the background
level one order of magnitude larger than in the Run 1 W-channel analysis. The background estimated
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Run 1 result 2.31 0.19 276
Non-improved 2.31 50.71 13.52
Intermediate 5.01 50.71 6.23
Improved 5.01 40.06 5.36

Table 1: Summary of the inputs to the limit calculation, i.e. A ⇥ ✏ and number of expected background events, Nexp
bkg ,

for each scenario as well as the expected 90% CLs upper limit on the ⌧ ! 3µ branching fraction for an assumed
luminosity of 3 ab�1 of pp collisions at

p
s = 14 TeV in the W-channel.

in the fiducial phase space defined by pT > 10 GeV and |⌘ | < 2.5. Systematic uncertainties include
variations of the scales and masses and are combined quadratically. Thus, in 3 ab�1 of pp collision data
NHF!⌧⌫ =

⇣
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�0.39

⌘
⇥ 1012 are expected, which increases the dataset of recorded ⌧ leptons by a factor

of ⇠ 40 compared to the W-channel. Tau leptons from HF decays tend to have lower pT relative to
the W-produced ones, resulting in a smaller acceptance. The trigger and reconstruction e�ciencies are
estimated from MC simulations of cc̄/bb̄ ! Ds(⌧ ! 3µ) + X events. The acceptance is extracted from a
generator level study applying kinematic selections looser than the ones imposed by the following trigger
scenarios:

1. low-pT selection: all three muons have pT > 3.5 GeV;

2. high-pT selection: three muons must pass pT > (10.5, 5.5, 2) GeV, respectively.

The e�ciency of events passing either of these selections is evaluated to 14%. Since no trigger decision is
simulated in the HL-LHC samples, the trigger e�ciency is obtained from Run 2 simulation. The resulting
A ⇥ ✏ excluding the ML e�ciency is 3.1%. Since no ML classifier can be trained due to the lack of a
reliable background simulation, the BDT e�ciency obtained in the Run 1 analysis of 28% is applied. The
upper limit is estimated assuming three di�erent background scenarios:

1. High background scenario: This scenario is the most conservative approach taking the background
level one order of magnitude larger than in the Run 1 W-channel analysis. The background estimated
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More Searches for LFV
๏ A related topic is searches for lepton flavor violation in 

various sectors 
★ Particularly topical given possible flavor anomalies reported in 

the b → sl+l- and b → cl-ν transitions 
๏ By now each ATLAS and CMS has 2.5 orders of magnitude 

more (~1010) Z bosons produced than all four LEP 
experiments (~2 x 107) 
★ Explore LFV in Z boson decays with unprecedented precision, 

particularly for the LFV couplings involving third-generation 
leptons 

★ Previous best limits on the τe and τµ decays were set by LEP at 
9.8 x 10-6 and 1.2 x 10-5 @95% CL, respectively (for unpolarized τ 
leptons) 

๏ Challenging new ATLAS search for Z → τe and τµ using the 
hadronic τ decay channel

20
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ATLAS Z Boson LFV Search
๏ Explore signatures with an isolated energetic lepton (e or µ), a τ-like 

jet (single- or three-prong), and relatively small  
MT < 35 GeV, but rather large Mvis(τl) > 60 GeV 

๏ Main backgrounds come from Z(τhτl) and W(lν)+jet 
★ Partially suppressed by the above requirements; further reduced via an NN

21
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Figure 1: A schematic representation of the typical topology of a (a) signal / ! ✓g, (b) / ! gg or (c) ,+jets
event selected in the SR, as seen in the plane transverse to the beam line. The green arrows represent reconstructed
light leptons (✓). The blue triangles represent the ghad-vis candidates. The light blue dashed lines represent neutrinos
that escape detection and are reconstructed as (part of) the missing transverse momentum of the event. The two-
dimensional histograms show the distributions of <T (ghad-vis, ⇢

miss
T ) versus <T (`, ⇢miss

T ) of (d) simulated / ! `g

events, (e) simulated / ! gg events and (f) events measured in data in regions where quark- or gluon-initiated jets
are misidentified as ghad-vis candidates (events with jet! ghad-vis fakes, see Section 3) in the `ghad-vis final state. The
colour map represents the fraction of events in each bin.
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Figure 1: A schematic representation of the typical topology of a (a) signal / ! ✓g, (b) / ! gg or (c) ,+jets
event selected in the SR, as seen in the plane transverse to the beam line. The green arrows represent reconstructed
light leptons (✓). The blue triangles represent the ghad-vis candidates. The light blue dashed lines represent neutrinos
that escape detection and are reconstructed as (part of) the missing transverse momentum of the event. The two-
dimensional histograms show the distributions of <T (ghad-vis, ⇢

miss
T ) versus <T (`, ⇢miss

T ) of (d) simulated / ! `g

events, (e) simulated / ! gg events and (f) events measured in data in regions where quark- or gluon-initiated jets
are misidentified as ghad-vis candidates (events with jet! ghad-vis fakes, see Section 3) in the `ghad-vis final state. The
colour map represents the fraction of events in each bin.
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event selected in the SR, as seen in the plane transverse to the beam line. The green arrows represent reconstructed
light leptons (✓). The blue triangles represent the ghad-vis candidates. The light blue dashed lines represent neutrinos
that escape detection and are reconstructed as (part of) the missing transverse momentum of the event. The two-
dimensional histograms show the distributions of <T (ghad-vis, ⇢
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T ) of (d) simulated / ! `g

events, (e) simulated / ! gg events and (f) events measured in data in regions where quark- or gluon-initiated jets
are misidentified as ghad-vis candidates (events with jet! ghad-vis fakes, see Section 3) in the `ghad-vis final state. The
colour map represents the fraction of events in each bin.
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B(Z → τe) < 8.1 (8.1) × 10-6,  
B(Z → τµ) < 9.6 (6.1) × 10-6 [combined w/ Run1] @ 95%CL 
Better than LEP limits (both in the unpolarized τ scenario)!

obs_x_SR_el_1P_NN_output_comb
0

2000

4000

6000

8000

10000

12000

14000

16000

18000

Ev
en

ts
 / 

0.
02

5

Data
 fakeshad-visτ→jet

ττ→Z
ll→Z

Others
Total uncertainty

)4−10× = 5Β (τe→Z

Data
 fakeshad-visτ→jet

ττ→Z
ll→Z

Others
Total uncertainty

)4−10× = 5Β (τe→Z

 ATLAS
-1 = 13 TeV, 139 fbs

 1PτeSR, 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Combined NN output

0.9
0.95

1
1.05

1.1

Da
ta

 / 
pr

ed
.

)7−10×1− = ΒBest-fit signal (

(a)

obs_x_SR_el_3P_NN_output_comb
0

500

1000

1500

2000

2500

3000

3500

4000

Ev
en

ts
 / 

0.
02

5

Data
 fakeshad-visτ→jet

ττ→Z
ll→Z

Others
Total uncertainty

)4−10× = 5Β (τe→Z

Data
 fakeshad-visτ→jet

ττ→Z
ll→Z

Others
Total uncertainty

)4−10× = 5Β (τe→Z

 ATLAS
-1 = 13 TeV, 139 fbs

 3PτeSR, 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Combined NN output

0.9
0.95

1
1.05

1.1

Da
ta

 / 
pr

ed
.

)7−10×1− = ΒBest-fit signal (

(b)

obs_x_SR_mu_1P_NN_output_comb
0

2000

4000

6000

8000

10000

12000

Ev
en

ts
 / 

0.
02

5
Data

 fakeshad-visτ→jet
ττ→Z

ll→Z
Others
Total uncertainty

)4−10× = 5Β (τµ→Z

Data
 fakeshad-visτ→jet

ττ→Z
ll→Z

Others
Total uncertainty

)4−10× = 5Β (τµ→Z

 ATLAS
-1 = 13 TeV, 139 fbs

 1PτµSR, 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Combined NN output

0.9
0.95

1
1.05

1.1

Da
ta

 / 
pr

ed
.

)6−10× = 4ΒBest-fit signal (

(c)

obs_x_SR_mu_3P_NN_output_comb
0

1000

2000

3000

4000

5000

Ev
en

ts
 / 

0.
02

5

Data
 fakeshad-visτ→jet

ττ→Z
ll→Z

Others
Total uncertainty

)4−10× = 5Β (τµ→Z

Data
 fakeshad-visτ→jet

ττ→Z
ll→Z

Others
Total uncertainty

)4−10× = 5Β (τµ→Z

 ATLAS
-1 = 13 TeV, 139 fbs

 3PτµSR, 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Combined NN output

0.9
0.95

1
1.05

1.1

Da
ta

 / 
pr

ed
.

)6−10× = 4ΒBest-fit signal (

(d)

Figure 3: The best-fit expected and observed distributions of the combined NN output in the SR for both the
(a)–(b) 4g and (c)–(d) `g channels for events with 1P or 3P ghad-vis candidates. The expected signal, normalised to
B(/ ! ✓g) = 5 ⇥ 10�4, is shown as a dashed red histogram in each plot. In the panels below each plot, the ratios of
the observed yields (dots) and the best-fit background-plus-signal yields (solid red line) to the best-fit background
yields are shown. The hatched error bands represent the combined statistical and systematic uncertainties. The last
bin in each plot includes overflow events.
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Signal
Z(τhτl) W(lν)+jet

https://www.nature.com/articles/s41567-021-01225-z
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...adding Leptonic Tau Decay
๏ First search at the LHC for Z(𝓁τ𝓁′) in 

the eτμ and μτe channels 
★ Channels are further split into a high- 

and low-pT(𝓁) signal regions 
★ The main irreducible Z(τ𝓁τ𝓁) 

background is suppressed via a NN 
based on lepton kinematic variables 

๏ The search improves significantly the 
sensitivity obtained in the τh channel 
and provides the most stringent limits 
on these LFV Z boson decay to date
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Figure 2: Observed and best-fit predicted distributions of the collinear mass in the high-?T SRs. Plots (a) and (b)
show the distributions for the 4g` and `g4 channels, respectively. The expected signal, normalized to an arbitrary
B(/ ! ✓g) = 3⇥10�4 for visualization purposes, is shown as a dashed histogram in each plot. In the panel below
each plot, the ratios of the observed yield (dots) and the best-fit background-plus-signal yield (solid line) to the best-fit
background yield are shown. The hatched error bands represent one standard deviation of the combined statistical
and systematic uncertainties. The first and last bins in each plot include underflow and overflow events, respectively.

Table 3: Observed and expected (median) upper limits on the signal branching fraction at 95% CL, in di�erent
g-polarization scenarios.

Observed (expected) upper limit on B(` ! ◆3) [⇥10
�6

]

Final state, polarization assumption e3 -3

✓ghad Run 1 + Run 2, unpolarized g [9] 8.1 (8.1) 9.5 (6.1)
✓ghad Run 2, left-handed g [9] 8.2 (8.6) 9.5 (6.7)
✓ghad Run 2, right-handed g [9] 7.8 (7.6) 10 (5.8)

✓g✓0 Run 2, unpolarized g 7.0 (8.9) 7.2 (10)
✓g✓0 Run 2, left-handed g 5.9 (7.5) 5.7 (8.5)
✓g✓0 Run 2, right-handed g 8.4 (11) 9.2 (13)

Combined ✓g Run 1 + Run 2, unpolarized g 5.0 (6.0) 6.5 (5.3)
Combined ✓g Run 2, left-handed g 4.5 (5.7) 5.6 (5.3)
Combined ✓g Run 2, right-handed g 5.4 (6.2) 7.7 (5.3)
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Figure 1: Observed and best-fit predicted distributions of the combined NN output in the SRs. The distributions in
the low-?T SR are shown in plots (a) and (b) for the 4g` and `g4 channels, respectively, while plots (c) and (d) show
the distributions in the high-?T SR for the 4g` and `g4 channels, respectively. The expected signal, normalized to an
arbitrary B(/ ! ✓g) = 3⇥10�4 for visualization purposes, is shown as a dashed histogram in each plot. In the panel
below each plot, the ratios of the observed yield (dots) and the best-fit background-plus-signal yield (solid line) to the
best-fit background yield are shown. The hatched error bands represent one standard deviation of the combined
statistical and systematic uncertainties. The first and last bins in each plot include underflow and overflow events,
respectively.
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Figure 1: Observed and best-fit predicted distributions of the combined NN output in the SRs. The distributions in
the low-?T SR are shown in plots (a) and (b) for the 4g` and `g4 channels, respectively, while plots (c) and (d) show
the distributions in the high-?T SR for the 4g` and `g4 channels, respectively. The expected signal, normalized to an
arbitrary B(/ ! ✓g) = 3⇥10�4 for visualization purposes, is shown as a dashed histogram in each plot. In the panel
below each plot, the ratios of the observed yield (dots) and the best-fit background-plus-signal yield (solid line) to the
best-fit background yield are shown. The hatched error bands represent one standard deviation of the combined
statistical and systematic uncertainties. The first and last bins in each plot include underflow and overflow events,
respectively.
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LFV in Higgs Decays
๏ Higgs is the only know fundamental particle with 

non-universal lepton flavor couplings 
๏ Interesting to look for LFV decays in this sector, 

which is predicted in a variety of new physics 
models 

๏ Both ATLAS and CMS have conducted a number of 
such searches since LHC Run 1 

๏ The latest search from CMS is based on the entire 
Run 2 data set and looks for H(eτ) and H(μτ) decays 
★ B(H → eμ) is constrained below ~10-8 from μ→eɣ, 

while the other two decay modes are only constrained 
to <10% by rare decays

23
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CMS H(e/µ+τ) Search
๏ Search proceeds in 6 different channels, depending on the τ lepton 

decay mode (τe, τμ, τh) 
๏ Production mode is categorized according to the number of jets (0, 1, 

2), and the 2-jet category is split into the VBF-like and the other  
๏ Signal is enhanced via a BTD that uses kinematic properties of the 

leptons and τh, the collinear, visible, and transverse masses 
๏ The dominant Z(ττ) background is estimated using the "embedding" 

technique based on Z(μμ) events in data with the muon footprints 
being replaced with simulated τ decays
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Figure 2: BDT discriminant distributions for the data and background processes in the H !
µth channel. A B(H ! µt) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 4: BDT discriminant distributions for the data and background processes in the H !
eth channel. A B(H ! et) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 7: Observed (expected) 95% CL upper limits on the B(H ! µt) (left) and B(H ! et)
(right) for each individual category and combined. The categories from top to bottom row
are µth 0Jets, µth 1Jet, µth 2 Jets, µth VBF, µte 0Jets, µte 1Jet, µte 2 Jets, µte VBF, and µt
combined (left) and eth 0Jets, eth 1Jet, eth 2 Jets, eth VBF, etµ 0Jets, etµ 1Jet, etµ 2 Jets, etµ
VBF, and et combined (right).

reported in Tables 4 and 5. The limits are also summarized in Table 6 and graphically shown
in Fig. 7. The limits are improved from previous results [30]. The improvement relies on the
larger data set, the updated background estimation techniques, and BDT classification. The
results are cross-checked with an additional investigation following the strategy in Ref. [30]
and are found to be consistent.

The upper limits on B(H ! µt) and B(H ! et) are subsequently used to put constraints on
LFV Yukawa couplings [11]. The LFV decays et and µt arise at tree level from the assumed
flavor violating Yukawa interactions, Y`a`b , where `a, `b are the leptons of different flavors (`a 6=
`b). The decay widths G(H ! `a`b) in terms of the Yukawa couplings are given by:

G(H ! `a`b) =
mH

8p
(|Y`a`b |2 + |Y`b`a |2),

and the branching fractions are given by:

B(H ! `a`b) =
G(H ! `a`b)

G(H ! `a`b) + GSM
.

The SM Higgs boson decay width is assumed to be GSM = 4.1 MeV [90] for mH = 125 GeV. The
95% CL upper limit on the Yukawa couplings obtained from the expression for the branching
fraction above is shown in Table 6. The limits on the Yukawa couplings are

p
|Yµt |2 + |Ytµ |2 <

1.11⇥10�3 and
p
|Yet |2 + |Yte |2 < 1.35⇥10�3 and are shown in Fig. 8. Tabulated results are

available in the HepData database [91].

Bµτ < 0.15% Beτ < 0.22%
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CMS H(e/µ+τ) Search
๏ Search proceeds in 6 different channels, depending on the τ lepton 

decay mode (τe, τμ, τh) 
๏ Production mode is categorized according to the number of jets (0, 1, 

2), and the 2-jet category is split into the VBF-like and the other  
๏ Signal is enhanced via a BTD that uses kinematic properties of the 

leptons and τh, the collinear, visible, and transverse masses 
๏ The dominant Z(ττ) background is estimated using the "embedding" 

technique based on Z(μμ) events in data with the muon footprints 
being replaced with simulated τ decays
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Figure 2: BDT discriminant distributions for the data and background processes in the H !
µth channel. A B(H ! µt) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 4: BDT discriminant distributions for the data and background processes in the H !
eth channel. A B(H ! et) = 20% is assumed for the signal. The channel categories are 0 jets
(upper row left), 1 jet (upper row right), 2 jets ggH (lower row left), and 2 jets VBF (lower row
right). The lower panel in each plot shows the ratio of data and estimated background. The
uncertainty band corresponds to the background uncertainty in which the post-fit statistical
and systematic uncertainties are added in quadrature.
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Figure 7: Observed (expected) 95% CL upper limits on the B(H ! µt) (left) and B(H ! et)
(right) for each individual category and combined. The categories from top to bottom row
are µth 0Jets, µth 1Jet, µth 2 Jets, µth VBF, µte 0Jets, µte 1Jet, µte 2 Jets, µte VBF, and µt
combined (left) and eth 0Jets, eth 1Jet, eth 2 Jets, eth VBF, etµ 0Jets, etµ 1Jet, etµ 2 Jets, etµ
VBF, and et combined (right).

reported in Tables 4 and 5. The limits are also summarized in Table 6 and graphically shown
in Fig. 7. The limits are improved from previous results [30]. The improvement relies on the
larger data set, the updated background estimation techniques, and BDT classification. The
results are cross-checked with an additional investigation following the strategy in Ref. [30]
and are found to be consistent.

The upper limits on B(H ! µt) and B(H ! et) are subsequently used to put constraints on
LFV Yukawa couplings [11]. The LFV decays et and µt arise at tree level from the assumed
flavor violating Yukawa interactions, Y`a`b , where `a, `b are the leptons of different flavors (`a 6=
`b). The decay widths G(H ! `a`b) in terms of the Yukawa couplings are given by:

G(H ! `a`b) =
mH

8p
(|Y`a`b |2 + |Y`b`a |2),

and the branching fractions are given by:

B(H ! `a`b) =
G(H ! `a`b)

G(H ! `a`b) + GSM
.

The SM Higgs boson decay width is assumed to be GSM = 4.1 MeV [90] for mH = 125 GeV. The
95% CL upper limit on the Yukawa couplings obtained from the expression for the branching
fraction above is shown in Table 6. The limits on the Yukawa couplings are

p
|Yµt |2 + |Ytµ |2 <

1.11⇥10�3 and
p
|Yet |2 + |Yte |2 < 1.35⇥10�3 and are shown in Fig. 8. Tabulated results are

available in the HepData database [91].
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Figure 8: Expected (red line) and observed (black solid line) 95% CL upper limits on the LFV
Yukawa couplings, |Yµt | vs. |Ytµ | (left) and |Yet | vs. |Yte | (right). The |Yµt | or |Yet | couplings
correspond to left chiral muon or electron and right chiral t lepton, while |Ytµ | or |Yte | cou-
plings correspond to left chiral t lepton and right chiral muon or electron. In the left plot, the
expected limit is covered by the observed limit as they have similar values. The flavor diagonal
Yukawa couplings are approximated by their SM values. The green and yellow bands indicate
the range that is expected to contain 68% and 95% of all observed limit variations from the
expected limit. The shaded regions are constraints obtained from null searches for t ! 3µ or
t ! 3e (dark blue) [92] and t ! µg or t ! eg (purple) [93]. The blue diagonal line is the
theoretical naturalness limit |YijYji| = mimj/v

2 [11].

Table 4: Observed and expected upper limits at 95% CL and best fit branching fractions for
each individual jet category, and their combinations, in the H ! µt channel.

Expected limits (%)
0-jet 1-jet 2-jets VBF Combined

µte <0.34 <0.57 <1.13 <0.83 <0.27
µth <0.33 <0.43 <0.49 <0.30 <0.18
µt <0.15

Observed limits (%)
0-jet 1-jet 2-jets VBF Combined

µte <0.31 <0.36 <0.77 <0.58 <0.19
µth <0.37 <0.40 <0.50 <0.39 <0.24
µt <0.15

Best fit branching fractions (%)
0-jet 1-jet 2-jets VBF Combined

µte �0.03 ± 0.17 �0.40 ± 0.28 �0.66 ± 0.56 �0.41 ± 0.39 �0.14 ± 0.13
µth +0.05 ± 0.17 �0.05 ± 0.22 +0.02 ± 0.25 +0.10 ± 0.16 +0.07 ± 0.09
µt +0.00 ± 0.07

Bµτ < 0.15% Beτ < 0.22%

PRD 104 (2021) 032013

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.032013


G
re

g 
La

nd
sb

er
g 

- F
la

vo
rf

ul
 H

ig
hl

ig
ht

s 
fro

m
 A

TL
AS

 a
nd

 C
M

S 
- 2

1.
9.

21

ATLAS LFV in Top Quark Decays
๏ One could look for charged LFV in top quark 

decays t →𝓁𝓁′q (𝓁 = e, μ, τ; q = u, c) 
★ Can be described via dim-6 EFT 
★ Indirect limits on B(t →eμu/c) ~4 x 10-3 

๏ Use top quark pair production with one top quark 
decaying into bW →b𝓁ν and the other via LFV, 
leading to a clean trilepton final state 

๏ Main backgrounds come from non-prompt 
leptons, WZ, ZZ 
★ Use BDT built with the kinematic variables and 

various invariant masses to suppress the 
background

25
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LFV in Top Quark Decays
๏ Results are the first direct limits on this decay, and 

improve by 3 orders of magnitude on the indirect  
B(t →eμq) limit

26

9 Results

The full BDT shape is used as input for a binned maximum-likelihood fit used to test for the presence
of signal events. The fit is performed using the profile likelihood technique [71], where systematic
uncertainties are encoded as nuisance parameters and are allowed to vary in the fit according to log-
normal (for normalisation uncertainties) or Gaussian (for shape uncertainties) probability density penalty
functions. For each systematic uncertainty, the components (shape or normalisation) corresponding to a
negligible (<0.1%) background variation are dropped.

The data is found to be compatible with the absence of the signal. A background-only fit has been
performed on data and is displayed in Figures 3 and 4 and in Table 3. The fit constrains the uncertainties
on the background pulling slightly up the non-prompt lepton background, decreasing the W Z yield by
20 % and increasing the Z Z yield by 20 %. The amount of data in the last two bins of the BDT distribution
is slightly larger than the prediction (by a factor 1.2 – 1.4 prior to the background-only fit), well within
the uncertainties (0.90� significance).
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Figure 3: (a) BDT discriminant distribution before the fit (pre-fit) with the signal including and excluding ⌧ leptons
(Signal ⌧-veto) in the cLFV vertex overlaid. The signals are normalised according to Equation (2), with branching
ratios B(t ! `±`0⌥q) = 3 ⇥ 10�4 and B(t ! eµq) = 1 ⇥ 10�4. All sources of systematic uncertainty (described in
Section 8) are included. (b) BDT discriminant distribution after a background-only fit (post-fit). Data (black points)
are compared to the sum of backgrounds in the upper panel, while the ratio is shown in the lower panel.
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Pre-Fit; Signal: B = 3x10-4 

or 1x10-4 (τ veto) Post-fit, bkg. only

Table 3: Pre- and post-fit yields for the background-only fit in the signal region. The post-fit uncertainties account
for correlations among the nuisance parameters.

Category Non-prompt W Z Z Z tt̄V Other Number of
leptons prompt SM events

Pre-fit 1190 ± 180 350 ± 140 140 ± 52 108 ± 10 76 ± 10 1860 ± 230
Post-fit 1220 ± 100 278 ± 86 170 ± 52 108 ± 10 78 ± 10 1854 ± 46

Data 1857

In the absence of signal a 95 % confidence level upper limit on the branching fraction B(t ! ``0q) is set,
using the CLs method [72]. The expected limit on the cLFV decay branching ratio is

B(t ! ``0q) < 1.36+0.61
�0.37 ⇥ 10�5

(expected).

The observed exclusion limit is

B(t ! ``0q) < 1.86 ⇥ 10�5
(observed).

The upper limit is recomputed removing all generated signal events where a ⌧ lepton is present in the
cLFV decay vertex. The potentially large contributions from EFT operators including ⌧ leptons is therefore
removed and only the prompt t ! eµq decay is probed. The discarded signal events in the signal region
amount to 17 % and, due to the softer lepton pT, are concentrated around the central part of the BDT
range. The signal BDT distribution after the ⌧-veto is shown in Figure 3.

Keeping the same fit setup, the expected and observed limits on the B(t ! eµq) decay branching ratio
are

B(t ! eµq) < 4.8+2.1
�1.4 ⇥ 10�6

(no ⌧ in cLFV vertex, expected),

B(t ! eµq) < 6.6 ⇥ 10�6
(no ⌧ in cLFV vertex, observed).

This first direct search for the process t ! ``0q improves the constraints on the t ! eµq decay by roughly
three orders of magnitude with respect to the previous indirect estimation of B(t ! eµq) . 10�3 [19].

10 Conclusion

A search for charged lepton-flavour violation in top-quark decays is presented, using data collected from
proton–proton collisions at the LHC at a centre-of-mass energy of

p
s = 13 TeV, corresponding to an

integrated luminosity of 79.8 fb≠1. This search targets the decay t(t̄) ! `±`
0
⌥q(`±`

0
⌥q̄), with q = {u, c},

in top-quark pair events, where the second top quark of the pair decays semileptonically according to
the Standard Model. The final-state topology is thus characterised by the presence of three isolated
charged leptons, at least two jets, and missing transverse momentum from the undetected neutrino. No
evidence for a signal is found and an observed (expected) upper limit on the t ! ``0q branching ratio
of 1.86 (1.36) ⇥ 10�5 is set at the 95% confidence level. When considering only charged lepton-flavour
violating decays that do not involve ⌧ leptons, the observed (expected) upper limit on t ! eµq is found to
be 6.6 (4.8) ⇥ 10�6.
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for correlations among the nuisance parameters.

Category Non-prompt W Z Z Z tt̄V Other Number of
leptons prompt SM events

Pre-fit 1190 ± 180 350 ± 140 140 ± 52 108 ± 10 76 ± 10 1860 ± 230
Post-fit 1220 ± 100 278 ± 86 170 ± 52 108 ± 10 78 ± 10 1854 ± 46

Data 1857

In the absence of signal a 95 % confidence level upper limit on the branching fraction B(t ! ``0q) is set,
using the CLs method [72]. The expected limit on the cLFV decay branching ratio is

B(t ! ``0q) < 1.36+0.61
�0.37 ⇥ 10�5

(expected).

The observed exclusion limit is

B(t ! ``0q) < 1.86 ⇥ 10�5
(observed).

The upper limit is recomputed removing all generated signal events where a ⌧ lepton is present in the
cLFV decay vertex. The potentially large contributions from EFT operators including ⌧ leptons is therefore
removed and only the prompt t ! eµq decay is probed. The discarded signal events in the signal region
amount to 17 % and, due to the softer lepton pT, are concentrated around the central part of the BDT
range. The signal BDT distribution after the ⌧-veto is shown in Figure 3.

Keeping the same fit setup, the expected and observed limits on the B(t ! eµq) decay branching ratio
are

B(t ! eµq) < 4.8+2.1
�1.4 ⇥ 10�6

(no ⌧ in cLFV vertex, expected),

B(t ! eµq) < 6.6 ⇥ 10�6
(no ⌧ in cLFV vertex, observed).

This first direct search for the process t ! ``0q improves the constraints on the t ! eµq decay by roughly
three orders of magnitude with respect to the previous indirect estimation of B(t ! eµq) . 10�3 [19].

10 Conclusion

A search for charged lepton-flavour violation in top-quark decays is presented, using data collected from
proton–proton collisions at the LHC at a centre-of-mass energy of

p
s = 13 TeV, corresponding to an

integrated luminosity of 79.8 fb≠1. This search targets the decay t(t̄) ! `±`
0
⌥q(`±`

0
⌥q̄), with q = {u, c},

in top-quark pair events, where the second top quark of the pair decays semileptonically according to
the Standard Model. The final-state topology is thus characterised by the presence of three isolated
charged leptons, at least two jets, and missing transverse momentum from the undetected neutrino. No
evidence for a signal is found and an observed (expected) upper limit on the t ! ``0q branching ratio
of 1.86 (1.36) ⇥ 10�5 is set at the 95% confidence level. When considering only charged lepton-flavour
violating decays that do not involve ⌧ leptons, the observed (expected) upper limit on t ! eµq is found to
be 6.6 (4.8) ⇥ 10�6.

17

Table 3: Pre- and post-fit yields for the background-only fit in the signal region. The post-fit uncertainties account
for correlations among the nuisance parameters.

Category Non-prompt W Z Z Z tt̄V Other Number of
leptons prompt SM events

Pre-fit 1190 ± 180 350 ± 140 140 ± 52 108 ± 10 76 ± 10 1860 ± 230
Post-fit 1220 ± 100 278 ± 86 170 ± 52 108 ± 10 78 ± 10 1854 ± 46

Data 1857

In the absence of signal a 95 % confidence level upper limit on the branching fraction B(t ! ``0q) is set,
using the CLs method [72]. The expected limit on the cLFV decay branching ratio is

B(t ! ``0q) < 1.36+0.61
�0.37 ⇥ 10�5

(expected).

The observed exclusion limit is

B(t ! ``0q) < 1.86 ⇥ 10�5
(observed).

The upper limit is recomputed removing all generated signal events where a ⌧ lepton is present in the
cLFV decay vertex. The potentially large contributions from EFT operators including ⌧ leptons is therefore
removed and only the prompt t ! eµq decay is probed. The discarded signal events in the signal region
amount to 17 % and, due to the softer lepton pT, are concentrated around the central part of the BDT
range. The signal BDT distribution after the ⌧-veto is shown in Figure 3.

Keeping the same fit setup, the expected and observed limits on the B(t ! eµq) decay branching ratio
are

B(t ! eµq) < 4.8+2.1
�1.4 ⇥ 10�6

(no ⌧ in cLFV vertex, expected),

B(t ! eµq) < 6.6 ⇥ 10�6
(no ⌧ in cLFV vertex, observed).

This first direct search for the process t ! ``0q improves the constraints on the t ! eµq decay by roughly
three orders of magnitude with respect to the previous indirect estimation of B(t ! eµq) . 10�3 [19].

10 Conclusion

A search for charged lepton-flavour violation in top-quark decays is presented, using data collected from
proton–proton collisions at the LHC at a centre-of-mass energy of

p
s = 13 TeV, corresponding to an

integrated luminosity of 79.8 fb≠1. This search targets the decay t(t̄) ! `±`
0
⌥q(`±`

0
⌥q̄), with q = {u, c},

in top-quark pair events, where the second top quark of the pair decays semileptonically according to
the Standard Model. The final-state topology is thus characterised by the presence of three isolated
charged leptons, at least two jets, and missing transverse momentum from the undetected neutrino. No
evidence for a signal is found and an observed (expected) upper limit on the t ! ``0q branching ratio
of 1.86 (1.36) ⇥ 10�5 is set at the 95% confidence level. When considering only charged lepton-flavour
violating decays that do not involve ⌧ leptons, the observed (expected) upper limit on t ! eµq is found to
be 6.6 (4.8) ⇥ 10�6.

17

 A
TL

A
S 

C
O

N
F-

20
18

-0
44

 

https://cds.cern.ch/record/2638305/files/ATLAS-CONF-2018-044.pdf


G
re

g 
La

nd
sb

er
g 

- F
la

vo
rf

ul
 H

ig
hl

ig
ht

s 
fro

m
 A

TL
AS

 a
nd

 C
M

S 
- 2

1.
9.

21

CMS LFV t → eµq Result
๏ CMS has a recent result in the t → eμu/c channel, using both the effects of this 

LFV vertex on production and decay 
★ Relies mainly on hadronic decays of the second top quark and on single t production 
★ Uses BDT and b-tag categories for optimal signal extraction 

๏ Considers somewhat different EFT formalisms with operators corresponding to 
scalar, vector, and tensor couplings 

๏ Substantially improves on ATLAS limits reaching sub ~10-7 sensitivity on the 
branching fraction

27
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Table 3: Expected/Observed upper limits on the signal cross sections (production + decay),
CLFV Wilson coefficients, and top quark CLFV branching ratios are shown for all three years
combined. For expected limits [�1s,+1s] and (�2s,+2s) ranges are shown.

Vertex Int. Cross section [fb] Ceµtq/L2 [TeV�2] B ⇥ 10�6

type Exp. Obs. Exp. Obs. Exp. Obs.
Vector 7.02 6.78 0.12 0.12 0.14 0.13

[5.33,10.21] [0.10,0.14] [0.11,0.20]
(3.39,12.33) (0.08,0.16) (0.07,0.24)

eµtu Scalar 5.63 6.25 0.23 0.24 0.06 0.07
[4.79,9.38] [0.21,0.33] [0.05,0.11]

(3.75,12.12) (0.19,0.34) (0.04,0.14)
Tensor 10.01 9.18 0.07 0.06 0.27 0.25

[7.51,15.90] [0.06,0.09] [0.20,0.43]
(4.59,19.24) (0.04,0.09) (0.12,0.52)

Vector 11.21 9.73 0.39 0.37 1.49 1.31
[7.21,16.63] [0.32,0.48] [0.96,2.21]
(4.33,21.61) (0.24,0.55) (0.58,2.89)

eµtc Scalar 9.11 8.88 0.87 0.86 0.91 0.89
[6.58,13.10] [0.74,1.04] [0.65,1.31]
(3.54,17.41) (0.54,1.21) (0.35,1.74)

Tensor 21.02 17.22 0.24 0.21 3.16 2.59
[16.52,29.21] [0.21,0.28] [2.48,4.41]
(10.51,42.02) (0.17,0.33) (1.58,6.32)
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Figure 5: The observed 95% exclusion limits on eµtc Wilson coefficient as a function of eµtu
Wilson coefficient (left) and B(t ! eµc) as a function of B(t ! eµu) (right) for the scalar,
vector and tensor like CLFV interactions.
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Figure 4: BDT output distributions are shown for data (points) and simulation (histograms)
with the pre-fit background prediction (upper row) and post-fit background prediction (lower
row). Events with one (more than one) b-tagged jet are shown in the left (right) column. The
hatched band indicates the total uncertainty (statistical and systematic) for the SM background
predictions. Examples of the predicted signal contribution for the vector type CLFV via eµtu
and eµtc vertices are shown, assuming Cx/L2 = 1 TeV�2. The eµtc signal cross section is
scaled by a factor of 10 for improved visualization. The lower panels show the ratio of data
over the prediction with the total uncertainty.
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Search for LFV Resonances
๏ One could look for generic high-mass objects decaying via LFV 

channels: eμ, μτ, eτ 
๏ Classical examples are R-parity violating SUSY, LFV Z', quantum 

black holes 
๏ Recent CMS analysis based full Run 2 data 
๏ Standard background estimation techniques: irreducible from MC 

simulation, reducible from control data samples

28

7. Results 9

Figure 1: Invariant mass distributions for the eµ channel (top), and collinear mass distribu-
tions for the et (middle) and µt (bottom) channels. In addition to the observed data (black
points) and standard model expectation (filled histograms), expected signal distributions for
three models are shown: the RPV SUSY model with l = l0 = 0.01 and sneutrino mass of
1.6 TeV, a Z0 boson with a mass of 1.6 TeV, and the QBH expectation for n = 4 and a threshold
mass of 1.6 TeV.
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tions for the et (middle) and µt (bottom) channels. In addition to the observed data (black
points) and standard model expectation (filled histograms), expected signal distributions for
three models are shown: the RPV SUSY model with l = l0 = 0.01 and sneutrino mass of
1.6 TeV, a Z0 boson with a mass of 1.6 TeV, and the QBH expectation for n = 4 and a threshold
mass of 1.6 TeV.
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Figure 1: Invariant mass distributions for the eµ channel (top), and collinear mass distribu-
tions for the et (middle) and µt (bottom) channels. In addition to the observed data (black
points) and standard model expectation (filled histograms), expected signal distributions for
three models are shown: the RPV SUSY model with l = l0 = 0.01 and sneutrino mass of
1.6 TeV, a Z0 boson with a mass of 1.6 TeV, and the QBH expectation for n = 4 and a threshold
mass of 1.6 TeV.
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LFV Resonance Limits
๏ Set stringent limits on tau sneutrino, LFV Z', QBH, as 

well as model-independent limits

29

10

Channel RPV (TeV) Z0 (TeV) QBH (TeV)
l = l0 = 0.01 l = l0 = 0.1

eµ 2.2 (2.2) 4.2 (4.2) 5.0 (4.9) 5.6 (5.6)
et 1.6 (1.6) 3.7 (3.7) 4.3 (4.3) 5.2 (5.2)
µt 1.6 (1.6) 3.6 (3.7) 4.1 (4.2) 5.0 (5.0)

Table 1: The observed and expected (in brackets) 95% CL lower mass limits on RPV SUSY, Z0,
and QBH signals for the eµ, et , and µt channels.
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Figure 2: Expected (black dashed line) and observed (black solid line) 95% CL upper limits on
the product of cross section times branching fraction as a function of the tau sneutrino mass
in an RPV SUSY model for the eµ (top), et (bottom left), and µt (bottom right) channels. The
shaded bands represent the one and two standard deviation (s.d.) uncertainties.
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Figure 3: Expected (black dashed line) and observed (black solid line) 95% CL upper limits on
the product of cross section and branching fraction for a Z0 boson with LFV decays, in the eµ
(top), et (bottom left), and µt (bottom right) channels. The shaded bands represent the one
and two standard deviation (s.d.) uncertainties.
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Figure 4: Expected (black dashed line) and observed (black solid line) 95% CL upper limits
on the product of cross section and branching fraction for quantum black hole production in
an ADD model with n = 4 extra dimensions, in the eµ (top), et (bottom left), and µt (bot-
tom right) channels. The shaded bands represent the one and two standard deviation (s.d.)
uncertainties.
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Figure 5: Upper limits at 95% CL on the RPV SUSY model in the plane of sneutrino mass and
l0 coupling, for four values of l couplings. The regions to the left of and above the limits are
excluded. The top plot corresponds to the eµ channel, while the bottom left and right plot
show the et and µt channels, respectively.
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Figure 6: Model independent upper limits at 95% CL on the product of cross section, branching
fraction, acceptance, and efficiency are shown. Observed (expected) limits are shown in black
solid (dashed) lines for the eµ (top), et (bottom left), and µt (bottom right) channels. The
shaded bands represent the one and two standard deviation (s.d.) uncertainties.
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Figure 6: Model independent upper limits at 95% CL on the product of cross section, branching
fraction, acceptance, and efficiency are shown. Observed (expected) limits are shown in black
solid (dashed) lines for the eµ (top), et (bottom left), and µt (bottom right) channels. The
shaded bands represent the one and two standard deviation (s.d.) uncertainties.
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FCNC with Top Quarks
๏ LFV and FCNC processes are often 

interconnected 
๏ Looking for FCNC in the quark sector is an 

interesting way of searching for new physics that 
may also lead to LFV and/or LFU violation 

๏ Top quark is a great laboratory to search for this 
process 
★ Decays before hadronizaton, so theoretical 

calculations are simpler and cleaner 
★ Has a large Yukawa coupling to the Higgs boson 
★ Third-generation FCNC operators are generally less 

constrained than first- and second-generation ones
30
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FCNC in Decays to H Bosons
๏ Promising channels to look are t → Hu, t → Hc 

★ Extremely small in the SM (GIM-suppressed,  
Br ~ 10-15...-17); can be significantly enhanced in 
2HDMs allowing possible detection at the LHC 

๏ Can look for utH/ctH vertices in both single and 
pair production of top quarks 

๏ Use the Higgs boson decay product invariant 
mass as the sensitive variable

31
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Figure 5: Upper limits on the couplings kHut and kHct (left) and the branching fractions B(t !
Hu) and B(t ! Hc) (right) at 95% CL.
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Flavor-changing quark decays mediated by neutral currents (FCNC) are forbidden at tree level
in the standard model (SM). They may proceed at higher orders in the perturbative expansion;
however, these rates are heavily suppressed by the Glashow-Iliopoulos-Maiani mechanism [1]
or Cabibbo-Kobayashi-Maskawa factors [2]. The SM branching fractions for the decay of a top
quark into a Higgs boson (H), t ! Hu and t ! Hc are expected to be O(10�17) and O(10�15),
respectively [3–6], placing them well below the current sensitivity of LHC experiments [7].
Thus, any observation of a t ! Hq FCNC interaction would be an unambiguous sign of new
physics. Here the symbol q denotes either a u or c quark.

In many scenarios of physics beyond the standard model (BSM), the t ! Hq branching frac-
tions are enhanced by many orders of magnitude beyond the SM values. Notable BSM models
leading to enhanced FCNC interactions include those of warped extra dimensions [8], compos-
ite Higgs boson models [9], two-Higgs doublet models [10–13], supersymmetric models with
R-parity violation [14], and quark-singlet models [15]. While these scenarios lead to sizable
FCNC interactions for a variety of neutral mediators other than the H, including the Z bo-
son (Z), the photon (g), and the gluon, some of the most significant enhancements are found
for t ! Hq interactions. The FCNC interactions, including those with the Higgs boson as
a mediator, can be described within the effective field theory (EFT) framework in terms of
dimension-six operators added to the SM Lagrangian (SMEFT) [16, 17]. The best constraints
on coefficients of dimension-six operators corresponding to FCNC interactions in the SMEFT
framework are achieved with combinations of multiple signatures, considering the H, Z, g,
and gluon as FCNC mediators.

Recent searches for FCNC interactions of the top quark and the Higgs boson were performed
by the ATLAS [7, 18, 19] and CMS [20] Collaborations, placing the experimental limits on the
t ! Hu and t ! Hc branching fractions at 1.2 ⇥ 10�3 and 1.1 ⇥ 10�3, respectively. This note
reports on improved upper limits on the t ! Hu and t ! Hc branching fractions, considering
both the associated production of a single top quark with the Higgs boson via a light-flavor
quark (ST production mode) and the decay of a top quark to a Higgs boson and light-flavor
quark in tt production (TT production mode), as shown in Fig. 1.

t H

u/c

t̅

γ

γ

t

Hu/c γ

γ

Figure 1: Representative Feynman diagrams for the considered FCNC production modes: as-
sociated production of a top quark with the Higgs boson (left) and tt production with the decay
of the top quark to a Higgs boson and an up or charm quark (right). The FCNC vertex in each
process is denoted with a red circle.

Results are based on the analysis of proton-proton (pp) collisions at a center-of-mass energy
of

p
s = 13 TeV, concentrating on the H ! gg decay mode. The data were collected with the
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FCNC with Gauge Bosons
๏ One could also look for FCNC couplings to Z bosons, gluons, or photons 
๏ No recent results, but nice summary plots from older ATLAS and CMS 

measurements reaching 10-4-10-5 precision in the B(t → Vu/c)

32

LEP

LEP: PLB 543 (2002) 173, PLB 590 (2004) 21, PLB 521 (2001) 181, PLB 549 (2002) 290, LEP Exotica WG 2001-01

HERA

HERA: PLB 708 (2012 27), PLB 678 (2009) 450, PLB 668 (2008) 282

TEVATRON

TEVATRON: PRL 80 (1998) 2525, PRL 101 (2008) 192002, PLB 701 (2011) 313-320, PRL 102 (2009) 151801, PLB 693 (2010) 81-87

CMS

CMS: JHEP 02 (2017) 079, JHEP 06 (2018) 102, JHEP 04 (2016) 035, JHEP 02 (2017) 028, CMS-PAS-TOP-17-017, JHEP 07 (2017) 003

ATLAS

ATLAS: JHEP 05 (2019) 123, arXiv:1908.08461, EPJC 76 (2016) 55, JHEP 07 (2018) 176

ATLAS+CMS Preliminary September 2019
LHCtopWG

Each limit assumes that all other processes are zero.
 q are valid for the case of a purely LH coupling.γ →ATLAS limits on t

5−10

4−10

3−10

2−10

1−10

5−10 4−10 3−10 2−10 1−10

5−10

4−10

3−10

2−10

1−10

5−104−103−102−101−10

 Z
c)

→
BR

(t

 Z
c)

→
BR

(t

c)γ →BR(t

c)γ →BR(t

 g
c)

→
BR

(t

 g
c)

→
BR

(t

 Hc)→BR(t

 Hc)→BR(t
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coloured lines represent the results from HERA (the most stringent limits between the ones obtained by the H1
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The yellow area represents the region excluded by the ATLAS and the CMS Collaborations. The ATLAS limits on
t ! �q are valid for the case of a purely left-handed coupling. Status of figure: September 2019 (Top2019)
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Projections for Run 3 and Beyond
๏ Projections for the sensitivity to the gtu and gtc 

couplings as a function of integrated luminosity, 
using semileptonic top quark decays  
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Figure 6: The FCNC DNN discriminant distributions when the DNN is trained to distinguish
FCNC tgu (left) and tgc (right) processes from the SM processes. The solid and dashed lines
give the expected distributions for FCNC tgu and tgc processes, respectively, assuming a cou-
pling of |ktug|/L = 0.06 and |ktcg|/L = 0.09 TeV�1 on the left (right) plots. The requirement of
Multijet BNN > 0.7 is applied.
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Figure 7: The expected exclusion limits at 95% C.L. on the FCNC couplings and the correspond-
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prediction caused by FCNC in the top quark sector. This strategy was applied by the D0 Col-
laboration [21], as well as in the CMS Collaboration [23]. The FCNC tcg and tug interactions
can be written in a model-independent form with the following effective Lagrangian [1]:

L =
ktqg

L
gsqsµn la

2
tGa

µn, (1)

where L is the scale of new physics (&1 TeV), q refers to either the u or c quarks, ktqg defines
the strength of the FCNC interactions in the tug or tcg vertices, la/2 are the generators of the
SU(3) colour gauge group, gs is the coupling constant of the strong interaction, and Ga

µn is a
gluon field strength tensor. The Lagrangian is assumed to be symmetric with respect to the left
and right projectors. Single top quark production through FCNC interactions contains 48 sub-
processes for both the tug and tcg channels, and the cross section is proportional to (ktqg/L)2.
Representative Feynman diagrams for the FCNC processes are shown in Fig. 1. All these fea-

q̄0

q0

t

q̄

t

q̄

q0 t
q t

g

g q q
g g

Figure 1: Representative Feynman diagrams for the FCNC processes with tqg interactions
(q=u,c).

tures are explicitly taken into account in the Single-Top Monte Carlo (MC) generator [33] based
on the COMPHEP package [34], which was used to generate the signal events.

These signal samples as well as backgrounds from tt̄, single top, W+jets and Drell-Yan pro-
cesses are estimated from full simulation of the CMS detector with realistic Phase-2 conditions,
while the multijet QCD background is estimated with Run II data-driven template owing to
the lack of statistics in the corresponding MC sample. The LO MADGRAPH 5.1 [35] generator
is used to simulate W boson production with up to 4 additional jets in the matrix element, sub-
dominant backgrounds from Drell–Yan in association with jets, and WW, WZ, and ZZ produc-
tion. The POWHEG 1.0 NLO MC generator [36] provides a model for top quark pair and single
production. Given the difficulty to reliably model QCD multijet events, this study makes use
of a data-driven sample of 13 TeV data collected in 2016, with an anti-isolated selection. The
resulting estimation of the QCD multijet background is rescaled to the appropriate luminosity
and by the theoretical cross section ratio between 13 and 14 TeV, but other factors owing to dif-
ferences in pileup, detector conditions, and some of the selection criteria are taken into account
by a conservative normalization uncertainty.

3 Event selection and multivariate analysis
The particle-flow event algorithm [37] reconstructs and identifies each individual particle with
an optimized combination of information from the various elements of the CMS detector. The
energy of electrons is determined from a combination of the electron momentum at the primary
interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster,
and the energy sum of all bremsstrahlung photons spatially compatible with originating from
the electron track. The energy of muons is obtained from the curvature of the corresponding
track. The energy of charged hadrons is determined from a combination of their momentum
measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for
zero-suppression effects and for the response function of the calorimeters to hadronic showers.

https://cds.cern.ch/record/2638815/files/FTR-18-004-pas.pdf
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Modern Take: EFT
๏ More recently, EFT interpretations became a more systematic way of 

testing various LFV/FCNC operators 
๏ Has an advantage of a global analysis sensitive to a number of such 

operators simultaneously 
๏ One can use EFT to focus on specific operators, e.g., 4-fermion ones 

violating charged LFU or the FCNC ones 
๏ The latter ones are as follows:

34

O(ij)

u' = q̄iuj'̃ ('†'),

O1(ij)

'q = ('†i
 !
D µ')(q̄i�

µqj),

O3(ij)

'q = ('†i
 !
D I

µ')(q̄i�
µ⌧ Iqj),

O(ij)

'u = ('†i
 !
D µ')(ūi�

µuj),

O(ij)

'ud
= ('̃†iDµ')(ūi�

µdj),

O(ij)

uW
= (q̄i�

µ⌫⌧ Iuj) '̃W I

µ⌫ ,

O(ij)

dW
= (q̄i�

µ⌫⌧ Idj) 'W I

µ⌫ ,

O(ij)

uB
= (q̄i�

µ⌫uj) '̃Bµ⌫ ,

O(ij)

uG
= (q̄i�

µ⌫TAuj) '̃GA

µ⌫

O1(ijkl)

lq
= (l̄i�

µlj)(q̄k�
µql),

O3(ijkl)

lq
= (l̄i�

µ⌧ I lj)(q̄k�
µ⌧ Iql),

O(ijkl)

lu
= (l̄i�

µlj)(ūk�
µul),

O(ijkl)

eq = (ēi�
µej)(q̄k�

µql),

O(ijkl)

eu = (ēi�
µej)(ūk�

µul),

O1(ijkl)

lequ
= (l̄iej) " (q̄kul),

O3(ijkl)

lequ
= (l̄i�

µ⌫ej) " (q̄k�µ⌫ul),

O(ijkl)

ledq
= (l̄iej)(d̄kql)

(106)

The operators O'ud, OdW , and Oledq, only contribute to charged top-quark currents (not considering SM
electroweak corrections) and are therefore not relevant for our purposes. The EFT degrees of freedom
appearing in top-quark FCNC processes were defined in Appendices E.1-2 of Ref. [1156]. They are:

c[I](3a)

t'
⌘ [Im]

Re
{C(3a)

u' }, c[I](3a)

uA
⌘ [Im]

Re
{cW C(3a)

uB
+ sW C(3a)

uW
}, (107)

c[I](a3)

t'
⌘ [Im]

Re
{C(a3)

u' }, c[I](a3)

uA
⌘ [Im]

Re
{cW C(a3)

uB
+ sW C(a3)

uW
}, (108)

c�[I](3+a)

'q ⌘ [Im]

Re
{C1(3a)

'q � C3(3a)

'q }, c[I](3a)

uZ
⌘ [Im]

Re
{�sW C(3a)

uB
+ cW C(3a)

uW
}, (109)

c[I](3+a)

'u ⌘ [Im]

Re
{C(3a)

'u }, c[I](a3)

uZ
⌘ [Im]

Re
{�sW C(a3)

uB
+ cW C(a3)

uW
}, (110)

as well as c[I](3a)

uG
⌘ [Im]

Re
{C(3a)

uG
}, c[I](a3)

uG
⌘ [Im]

Re
{C(a3)

uG
}, and

c�[I](`,3+a)

lq
⌘ [Im]

Re
{C�(``3a)

lq
}, cS[I](`,3a)

lequ
⌘ [Im]

Re
{C1(``3a)

lequ
}, (111)

c[I](`,3+a)

eq ⌘ [Im]

Re
{C(``3a)

eq }, cS[I](`,a3)

lequ
⌘ [Im]

Re
{C1(``a3)

lequ
}, (112)

c[I](`,3+a)

lu
⌘ [Im]

Re
{C(``3a)

lu
}, cT [I](`,3a)

lequ
⌘ [Im]

Re
{C3(``3a)

lequ
}, (113)

c[I](`,3+a)

eu ⌘ [Im]

Re
{C(``3a)

eu }, cT [I](`,a3)

lequ
⌘ [Im]

Re
{C3(``a3)

lequ
}. (114)

Compared to the anomalous coupling parametrization, the EFT approach has two features that are
worth emphasizing. First, it includes four-fermion operators, which have been unduly neglected in most
experimental analyses (apart from Ref. [1158]). Second, the EFT approach captures the correlations be-
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µ⌫
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µ⌫ interactions arise from the same OuG operator and their coefficients are thus related.
In Fig. 57, we show examples of four-point interactions contributing to single top-quark FCNC produc-
tion. Correlations also arise from the fact that left-handed down- and up-type quarks belong to a single
gauge-eigenstate doublet. Operator coefficients measurable in B-meson physics are thus related to those
relevant to top-quark physics (see Secs. 8.1.5 and 8.2.2).

8.1.2 Theory predictions
Because the LHC is a hadron collider, theory predictions at LO are often not sufficient when an accurate
interpretation of observables in terms of theory parameters is needed. Typical NLO QCD corrections in
top-decay processes [1159–1164] amount to approximately 10%, while in production processes they can
reach between about 30% and 80% [1165–1169]. Theory predictions for top-quark FCNC processes are
in general available at NLO accuracy in QCD. Complete results at NLO in QCD for top-quark FCNC
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Compared to the anomalous coupling parametrization, the EFT approach has two features that are
worth emphasizing. First, it includes four-fermion operators, which have been unduly neglected in most
experimental analyses (apart from Ref. [1158]). Second, the EFT approach captures the correlations be-
tween interaction terms that derive from electroweak gauge invariance. For instance, the t̄�µ⌫TAq h GA
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and t̄�µ⌫TAq GA

µ⌫ interactions arise from the same OuG operator and their coefficients are thus related.
In Fig. 57, we show examples of four-point interactions contributing to single top-quark FCNC produc-
tion. Correlations also arise from the fact that left-handed down- and up-type quarks belong to a single
gauge-eigenstate doublet. Operator coefficients measurable in B-meson physics are thus related to those
relevant to top-quark physics (see Secs. 8.1.5 and 8.2.2).

8.1.2 Theory predictions
Because the LHC is a hadron collider, theory predictions at LO are often not sufficient when an accurate
interpretation of observables in terms of theory parameters is needed. Typical NLO QCD corrections in
top-decay processes [1159–1164] amount to approximately 10%, while in production processes they can
reach between about 30% and 80% [1165–1169]. Theory predictions for top-quark FCNC processes are
in general available at NLO accuracy in QCD. Complete results at NLO in QCD for top-quark FCNC
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CMS EFT Contraints in tZ Production
๏ Recent CMS paper focused on (t)tZ production in 

multilepton final states, reinterpreted in the EFT framework 
๏ Set limits on some of the FCNC operators discussed above
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Figure 1: Representative Feynman diagrams at tree level for ttZ (upper left), tZq (upper right),
and tWZ (lower) production.

moment of the top quark is ignored, since it can be probed with much better sensitivity in tt
events [18]. As a result, we focus on a subset of five operators, namely: OtZ, OtW, O3

jQ, O�

jQ,
and Ojt [19]. The OtZ and OtW operators induce electroweak dipole moments of the top quark,
O3

jQ is the left-handed SU(2) triplet current operator, and the O
�

jQ and Ojt neutral-current
operators modify the interactions of the Z boson with left- and right-handed top quarks, re-
spectively. Comprehensive descriptions of their effects on top quark interactions are given in
Refs. [20, 21].

A key aspect of this study is the use of novel multivariate analysis (MVA) techniques based on
machine learning to enhance the sensitivity to new phenomena arising from the EFT operators.
Since new operators usually affect the distributions of multiple observables, MVA techniques
that exploit correlations in high-dimensional data are well suited for EFT measurements. We
train machine-learning algorithms for two purposes. Firstly, a multiclass classifier is trained to
distinguish between different SM processes, and is used to define subregions enriched either in
signal or background events. Secondly, binary classifiers are trained to separate events gener-
ated according to the SM from events generated with nonzero WC values for one or more EFT
operators. They are used to construct powerful discriminating observables that are ultimately
fit to data to compute two confidence intervals for each WC, one keeping the other WCs fixed
to zero and the other treating all five WCs as free parameters. The core ideas for these binary
classifiers appeared recently in the literature and since then have garnered increased attention,
notably because they were shown to outperform traditional approaches based on single ob-
servables in several case studies at the generator level [22–24]. This motivates the application
of this technique for the first time in an LHC analysis involving the interference between EFT
operators and the SM amplitude.

The binary classifiers are trained with simulated samples whose event weights are parameter-
ized as functions of the five WCs of interest. These samples are passed through a full detector
simulation, and are used to search for new interactions without making any simplifying as-
sumption regarding the parton shower and detector response. A previous CMS analysis in
the top quark sector employed this approach to parameterize new interactions directly at the
detector level in the context of an EFT [25]. It used data collected in 2017 and targeted mul-
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Figure 7: Observed (thick black lines) and expected (thin gray lines) one-dimensional scans of
the negative log-likelihood as a function of each of the five WCs, while fixing the other WCs to
their SM values of zero. The 68 and 95% CL confidence intervals are indicated by the colored
areas.
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Figure 8: Two-dimensional scans of the negative log-likelihood as a function of ctZ and ctW
(left), or as a function of c

�

jQ and cjt (right), while fixing the other WCs to their SM values of
zero. The SM and best fit points are indicated by diamond- and cross-shaped markers, respec-
tively. The thin blue line and thick red line represent the 68 and 95% CL contours, respectively.

11 Summary
A search for new top quark interactions has been performed within the framework of an effec-
tive field theory (EFT) using the associated production of either one or two top quarks with a
Z boson in multilepton final states. The data sample corresponds to an integrated luminosity
of 138 fb�1 of proton-proton collisions at

p
s = 13 TeV collected by the CMS experiment. Five

dimension-six operators modifying the electroweak interactions of the top quark were consid-
ered. The event yields and kinematic properties of the signal processes were parameterized
with Wilson coefficients (WCs) describing the interaction strengths of these operators.

A multivariate analysis relying upon machine-learning techniques was designed to enhance
the sensitivity to effects arising from the EFT operators. A multiclass neural network was
trained to distinguish between standard model (SM) processes and was used to define three
subregions enriched in tZq, ttZ, and background events. Additional neural networks were
trained to separate events generated according to the SM from events generated with nonzero
WC values, and were used to construct optimal observables. This is the first time that machine-
learning techniques accounting for the interference between EFT operators and the SM ampli-
tude have been used in an LHC analysis.

Results were extracted from a simultaneous fit to data in six event categories. Two confidence
intervals were determined for each WC, one keeping the other WCs fixed to zero and the other
treating all five WCs as free parameters. Two-dimensional contours were produced for pairs
of WCs to illustrate their correlations. All results are consistent with the SM at 95% confidence
level.
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HL LHC Projections
๏ Projections for HL LHC running:
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Fig. 58: Current (left) and projected HL-LHC (right) 95% C.L. limits on top-quark FCNC operator
coefficients in the conventions of Ref. [1156]. Red and blue bars denote top-up and top-charm FCNCs,
respectively. White marks indicate individual limits, obtained under the unrealistic assumption that all
the other operator coefficients vanish.
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coefficients in a two-dimensional plane formed by two- (x axis) and four-fermion (y axis) operator coef-
ficients. Other parameters are marginalized over, within the constraints obtained when all measurements
are included. Red and blue regions are the combined constraints for top-up and top-charm FCNCs. The
impact of t ! j`+`� and e+e� ! tj, t̄j measurements is displayed separately in dark and light gray
colors for top-up and top-charm FCNCs, respectively.

8.1.4 Future limits
We use the prospects presented in Sec. 8.1.6 to estimate the future reach of global constraints for the
HL-LHC scenario. As previously, we assume that the limits quoted on the Br(t ! qZ) branching
fraction are derived using the dilepton decays of the Z boson, in a m`` 2 [78, 102] GeV window for
the dilepton invariant mass. This determines the sensitivity to four-fermion operators. The limits on the
tq� interaction were derived by a combination of production and decay processes [1185]. Since the only
prospect provided is on the B(t ! q�) branching fraction, we approximate it as though it is from the
measurement of the decay process only. This assumption affects primarily the dependence of bounds on
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Leptoquark Searches
๏ Leptoquarks (LQs) remain one of the favorite 

theoretical models capable of explaining both tree-
level anomalies seen in b → c𝓁ν decays and loop-
level anomalies seen in b → s𝓁𝓁 transitions 

๏ Typically require LQs with cross-generational 
coupling, often with enhanced  
couplings to the third-generation  
fermions 
★Motivates searches in the tτ, bτ, tν, bν  

LQ decay channels 
★ Can explore both single and pair  

production (the latter is independent  
of the LQ-𝓁-q coupling λ
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2

Figure 1: Feynman diagrams for dominant leptoquark production modes at leading order:
pairwise (left), and in combination with a lepton (right). In the scenarios considered the LQS
may couple to tt or bn, while the LQV may couple to tn or bt .

products may not be resolved as individual jets.

The search is based on a data sample of proton-proton (pp) collisions at a center-of-mass energy
of 13 TeV recorded by the CMS experiment at the CERN LHC in the years 2016–18, correspond-
ing to an integrated luminosity of 137 fb�1.

2 The CMS detector
The central feature of the CMS detector is a 3.8 T superconducting solenoid magnet with an
inner diameter of 6 m. Within the magnet volume are the following subdetectors: a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter. Muons are detected in gas-ionization chambers embedded in
the steel flux-return yoke outside the solenoid. In addition, two steel and quartz-fiber hadron
forward calorimeters extend the detection coverage to regions close to the beam pipe. A more
detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in Ref. [58]. Events of interest are
selected using a two-tiered trigger system [59]. The first level, composed of custom hardware
processors, uses information from the calorimeters and muon detectors to select events at a
rate of around 100 kHz within a fixed time interval of about 4 µs. The second level, known
as the high-level trigger, consists of a farm of processors running a version of the full event
reconstruction software optimized for fast processing, and reduces the event rate to around
1 kHz before data storage.

3 Simulated data samples
Monte Carlo (MC) event generators are used to simulate the SM background processes and
the signal. These simulations are used to guide the design of the analysis, to estimate minor
backgrounds, and to interpret the results.

Background events are generated at leading order (LO) for the W + jets and Z/g⇤ + jets
processes using the generator MADGRAPH5 aMC@NLO 2.2.2 (2.4.2) [60] for simulated events
matched with 2016 (2017–18) data, while the next-to-LO (NLO) generator POWHEG 2.0 [61–66]
is used for tt , tW, and diboson processes, and MADGRAPH5 aMC@NLO at NLO for tt + W,
tt +Z/g⇤, tttt , tZq, and triboson production. Both MADGRAPH5 aMC@NLO and POWHEG are
interfaced with PYTHIA 8.226 (8.230) [67] for parton showering and hadronization using the
tune CUETP8M1 [68] or CUETP8M2T4 [69] (CP5 [70]) and the NNPDF 3.0 [71] (3.1 [72]) par-
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CMS Search for LQ3
13
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Figure 6: The observed and expected 95% CL LQ exclusion limits in the plane of the LQ-lepton-
quark coupling and the mass of the LQ for single (brown lines) and pair (blue lines) production,
and considering their sum (black lines). Regions to the left of the lines are excluded. The
upper plot pertains to an LQS with equal couplings to tt and bn, while the lower plots are for
an LQV assuming k = 0 (left) and 1 (right) and equal couplings to tn and bt. For LQV, the
gray area shows the band preferred (95% CL) by the B physics anomalies: l = CmLQ, where
C =

p
0.7 ± 0.2 TeV�1 and mLQ is expressed in TeV [43].
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YM VLQs w/ 
equal bν and tτ 
couplings

๏ New CMS search combining single and pair production, using the 
tτν(b) channel, including dedicated analysis for the case when the 
top quark is produced with a large Lorentz boost 

๏ All-hadronic analysis, which considers both the τh and hadronic top 
quark decays 

๏ Using ST as a sensitive variable for S/B separation 
๏ Probes interesting range of parameter space for the possible 

explanation of flavor anomalies
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Figure 2: Distribution of the variable ST for events passing the signal selection for the SM
background estimation (stacked filled histograms), data (black points), and different hypothe-
ses of LQ signals (lines). Upper left: boosted top quark candidate (hadronically decaying top
quark reconstructed in the fully or partially merged topology) and exactly one b jet; lower left:
boosted top quark candidate and at least two b jets; upper right: resolved top quark candidate
(hadronically decaying top quark reconstructed in the resolved topology) and exactly one b
jet; lower-right: resolved top quark candidate and at least two b jets. The cross-hatched band
in the upper panels represents the total uncertainty (statistical+systematic). The lower panel
of each distribution shows the ratio, and its uncertainty, between the observation and the SM
expectation.

contribution from the signal to account for residual differences between data and simulation.
Processes with at least one top quark (e.g. tt or tt + W) account for most of this irreducible
background, and a control region is defined by applying the requirements used for the signal
region, except with mT(th, p

miss
T ) < 80 GeV and Nb-jet � 2.

The dominant source of contamination is the reducible background, which comprises all of
the processes (mainly events composed uniquely of jets produced through the strong interac-
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ATLAS Search for LQ3
๏ Analogous ATLAS analysis focuses on the final states with τ 

leptons and b jets and sets limits on Yang-Mills vector LQs 
decaying to bτ or tντ 

๏ Require either a pair of τh leptons or a single τh lepton and at 
least 2 b jets 

๏ Limits also reach 1.8 TeV in this analysis
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Figure 10: Expected and observed exclusion contours at the 95% confidence level (CL) for the third-generation
vector-leptoquark signal model, as a function of the mass <(LQv

3) and the branching fraction ⌫(LQv
3 ! 1g) into a

quark and a charged lepton. The top plot shows the exclusion contour for the minimal-coupling scenario, the bottom
plot the exclusion contour for vector leptoquarks in the Yang–Mills scenario. The limits are derived from the binned
single-tau signal region.
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Figure 6: Comparison of expected and observed event yields (top panel) and the significance of their di�erence
(bottom panel) for all analysis regions of the di-tau and single-tau channels. The hatched band in the top panel
indicates the combined statistical and systematic uncertainties in the expected SM background. The CC̄ (2 real g) and
CC̄ (1 real g) contributions and the single-top background contributions are scaled with the normalization factors
obtained from the background-only fit. Minor backgrounds are grouped together and denoted by “Other”. This
includes CC̄-fake, CC̄ + - , multiboson, and other top. The entries in the column labeled “SR (multi-bin)” are the sum
of the three bins of the multi-bin signal region. The significance is computed following Eq. (25) from Ref. [147],
multiplied by �1 if the observed number of events is smaller than the expected background yield.

signal regions in the di-tau and single-tau channels. Events with pair-produced top quarks make up the
largest contribution in all signal regions. The normalization factors obtained from the background-only
fit are 0.93+0.32

�0.23 for the CC̄ (2 real g) background, 0.84+0.21
�0.17 for CC̄ (1 real g), and 0.18+0.19

�0.16 for single-top
production. The normalization factor for single-top production is significantly smaller than one and strongly
depends on how the interference between single-top production at next-to-leading order and leading-order
CC̄ production is handled [142, 145, 146]. The value 0.18 is obtained from the samples generated with the
nominal diagram-removal scheme. The alternative diagram-subtraction scheme gives a normalization
factor larger than one with very large uncertainties due to the much smaller yields and thus insu�cient
purity in the control region. The di�erence between the CR yields can be attributed to the much softer 1-jet
distribution for the diagram-subtraction scheme. However, the distribution shape of <T(g1), the variable
used in the extrapolation from the control region to the signal region in the single-tau channel, agrees very
well between the two schemes, giving confidence in the validity of the extrapolation. Furthermore, the
predicted yields in the signal regions after the fit do not di�er significantly between the two interference
schemes, and the di�erence is taken into account as a systematic uncertainty.

No significant excess of data events above the SM expectation is observed in any of the signal regions. The
largest excursions from the expected yields are a deficit with a significance of 1.0f in the signal region of
the di-tau channel and an excess with a significance of 1.3f in the one-bin signal region of the single-tau
channel, computed with the approximate formulae from Ref. [137]. The excess is not present, however,
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Cross-Generational Couplings
๏ ATLAS has recently done a search for LQs that have cross-generational couplings, 

e.g., ce, bμ 
๏ Only pair production is considered and the final states with a pair of OSSF leptons 

and b- or c-tagged jets are analyzed  
๏ Limits are set as a function of the LQ mass and B(LQ → q𝓁) for q = b, c and  

𝓁 = e, μ
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Figure 9: The observed (solid line) and expected (dashed line) limits on the leptoquark branching ratio B into a quark
and an electron or a muon at 95% CL, shown as a function of <LQ for the di�erent leptoquark channels. The green
and yellow bands show the ±1f and ±2f ranges of the expected limit. The error band on the observed curve (dotted
lines) represents the uncertainty in the theoretical cross-section from PDFs, renormalisation and factorisation scales,
and the strong coupling constant US.
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More Flavorful Stuff
๏ There are also dedicated analyses probing flavor 

anomalies ongoing 
★ R(K), R(D*), R(J/ψ), ... 

๏ Unfortunately, we don't have approved results on 
these topics yet, but they will be coming very  
soon, so stay tuned! 

๏ In CMS, much of this program was made 
available through the 2018 data parking 
campaign; in ATLAS - via special triggering 

๏ We also plan to enhance our flavor analysis 
capabilities in Run 3 via dedicated triggers and 
data streams

41



G
re

g 
La

nd
sb

er
g 

- F
la

vo
rf

ul
 H

ig
hl

ig
ht

s 
fro

m
 A

TL
AS

 a
nd

 C
M

S 
- 2

1.
9.

21

Summary
๏ With the LHC doubling time getting similar to a lifetime of a 

Ph.D. student in a collaboration, we see a gradual shift to 
more sophisticated analyses that take >1 year to complete 
★ Those include dedicated techniques, dedicated triggers, and 

sophisticated models and analysis methods 
๏ ATLAS and CMS produced a wealth of results in all areas of 

particle physics, including heavy-ion and flavor physics, thus 
demonstrating the power of general-purpose experiments 

๏ I showed just a very few selected recent examples, related 
to the physics of flavor, despite the major setback related to 
the COVID-19 closures and limitations 

๏ They highlight new milestones in particle physics and pave 
road for future exciting results 

๏ Good to see you all in person in 2021 (even if not on that 
beach)!42



Thank You!


