
PanDA analysis queue: GOOGLE100

● Autoscaled, preemptible cluster: 2 to 10 n2-standard-8 nodes (8 core, 32 GB 
mem, 375GB local SSD)

● Nikolai already ran few small test tasks
● Currently empty

○ Would be good to have a rough schedule for testing and ramp up to optimize budget
○ Note: I never understood GCE autoscaling and why it doesn’t scale in

● Others can use the queue as well
○ You need to ask Rucio to enable your account and provide a quota in order to use the 

associated Rucio Storage Element GOOGLE_EU



Dask Gateway + JupyterHub

● GKE cluster with 3 e2-standard-8 nodes (8 core, 32 GB mem, 100 GB disk)
● Rough installation available
● JupyterHub

○ Password authentication (one password for all users)
■ Theoretically it’s possible to setup OAuth using gcp4hep.org

○ Jupyter accounts currently have 10 GB disk
● Dask Gateway

○ Users can create their own Dask Cluster through python and JupyterHub
○ Possible to customize worker corecount, memory, image

■ Image needs to fulfill few conditions (e.g. have dask-gateway installed)
● Nikolai and Lukas have access to start providing feedback
● I can provide others access

○ Potentially unstable at times if we decide to add any functionalities



● Other capabilities can potentially be added based on feedback

Suggestions and questions



Backup



Dask-Kubernetes

● Dask Gateway for multi user cluster
○ User only has access to Dask
○ Daskhub helm: (rest of slides refer to this)

■ Bundles Dask gateway + Jupyterhub 
■ Available since August

● I think this will be the favoured chart
○ Dask gateway helm: 

■ Independent installation of Dask Gateway
● Dask single user

○ User interacts with Kubernetes cluster and creates 
his own Dask clusters

Helm

Dask

https://docs.dask.org/en/latest/setup/kubernetes-helm.html
https://gateway.dask.org/install-kube.html
https://docs.dask.org/en/latest/setup/kubernetes-helm.html


JupyterHub users and basics
● Password authentication

○ Can add different users + JupyterHub 
admins through helm config file

○ All share the same password
○ OAuth integration using gcp4hep.org  

could be possible, but not first priority
● Each user runs in a separate pod

○ 10GB disk assigned
○ If it fills up, JH account stops working

■ Can be solved by resizing disk
● Running as http, not https

http://<JH IP>/hub/admin

http://<JH IP> GW=GateWay; 
JH=JupyterHub



● Creates a LOCAL cluster, i.e. all dask components 
running inside your user’s Jupyter pod

● I think there are some configuration possibilities for 
additional packages, but I don’t think we care about 
LOCAL clusters, so I won’t spend any time looking at 
configuration options

Local clusters



Distributed clusters

● No button to create cluster(AFAIK), need to do 
it through python - preconfigured

Copy this link into the Dask lab extension to enable fancy monitoring



Direct python interaction with GW

TOKEN

GW IP

http://<JH IP>/hub/token

To customize workers in your cluster:
gateway.new_cluster(image='fbarreir/daskgateway
:latest', worker_cores=2, worker_memory=4)


