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WP2 Use case: Long haul ingestion and replication

Description/Goal: Ingestion of MAGIC data from a remote site to the ESCAPE's data lake. Data 
Transfer and replication in off-site and after replication deletion of the data at the origin.

ON-SITE
OFF-SITE: ESCAPE's Data lake

1st step

ESCAPE's Rucio results
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Rucio: Kubernetes Cluster

● Deployed with:
○ The Rucio server and daemon services are fully 

packaged with Helm
○ Available in : https://rucio.github.io/helm-charts/) 

● Monitoring:
○ Will be using Prometheus for all our monitoring needs

● Logging:
○ Were currently writing the logs using hermes2 in our 

own 
○ Elasticsearch centralized instance

● Limitation of current deployment:
○ Test instance 



Kubernetes Cluster

Rucio web-ui:



Rucio: Kubernetes Cluster

Daemon Name
• Judge
• Automatix
• Conveyor
• Undertaker
• Hermes2
• Kronos
• Reaper
• Necromancer
• Transmogrifier
• Abacus

Daemon activity
- replication rule engine
- generates fake data and upload it on a RSE
- handles requests for data transfers
- obsoleting data identifiers with expired lifetime
- delivers messages to an asynchronous broker
- consumes tracer messages and updates replica last access time accordingly
- deletion of the expired data replicas
- tries to repair erroneous rules, by selecting different replica destinations
- is responsible to apply subscriptions and to generate replication rules
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PIC-CTA Rucio instance: 
Orchestration of rule creation and automatic removal

PROGRESS : 

1) Data is injected from the storage system 
located at the source (ORM La Palma) :

a) Currently testing a non-deterministic 
RSE configuration at la Palma that 
allows to register files with their original 
path in the detector.

2) By means of the RUCIO API, we automate the 
orchestration of the data: using replication 
rules :

a) Files are replicated through different 
research facilities among the Data Lake.

b) Once replicated, source files are 
removed.



MAGIC Workflow - Roadmap

Discover 
procedure of 
pending files

Create a list of 
files to be 
transferred

Prepare 
namespace for 
the transfers 
(symlinks)

Register Files 
on RUCIO DB

Submit the 
Transfers on 
RUCIO/FTS

Update status 
on RUCIO DB

RUCIO

Transfer
Control

Fail Ok

Onsite DB Configuration: 
- Storage Element 1: IT Container 

Endpoint
- Storage Element 2: PIC Endpoint

RUCIO and auxiliary code will run on 
PIC side except the Onsite DB and 
Onsite DB registration procedure.

Register files 
on an Onsite 
DB, status 
pending

Update status 
on Onsite DB



File creation, discovery, replication and deletion cycle



File creation, discovery, replication and deletion cycle



PIC's Rucio internal monitoring dashboard

Results 
- The results obtained in 

the PIC's rucio instance 
and activity files transfer 
dashboards show similar 
patters to those obtained 
wih the ESCAPE rucio 
instance



MAGIC Workflow - Acomplished goals
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RUCIO

Transfer
Control
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Onsite DB Conclusions 
- Using the rucio instance of the 

PIC, we have been able to 
transfer data from the Palma to 
the PIC from symbolic links to the 
gamma ray telescope 
observations via PIC's FTS.
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DB, status 
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MAGIC Workflow - Further steps

Discover 
procedure of 
pending files

Create a list of 
files to be 
transferred

Prepare 
namespace for 
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Onsite DB Next steps:
• We still need to feed the onsite 

database to change the replication 
states.

• Migrate the current test Rucio 
instance to a production 
environment.
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