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Outline 

  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
–  LFNU: bàsll and bàclν 

 
  What are the interpretations? 
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Historical perspective: W 
  Radioactive decay was “discovery” of weak interaction? 

Versueh einer Theorie der fl-Strahlen. I. 171 

wir von verbotenen fi-Ubergdngen. Man mu~ natfirlieh nieh~ erwarten, dal3 
die verbotenen Uberg~nge fiberhaupt nicht vorkommen, da (32) nur eine 
Niiherungsformel ist. Wir werden in Ziffer 9 etwas fiber diesen Typ yon 
Uberg~ngen spreehen. 

7. Die Masse des Neutrinos. 
Dureh die ]3bergangswahrseheinliehkeit (82) ist die Form des konti- 

nuierliehen fl-Spek~rums bestimmt. Wit wollen zuerst diskutieren, wie 
diese Form yon der Ruhemasse/~ des 
Neutrinos abh~ngt, um yon einem Ver- 
gleich mit den empirisehen Kurven diese 
Kons~ante zu bestimmen. Die Masse ,u 
ist in dem Fakr p,~/va enthalten. Die 
Abhgngigkeit der Form der Energie- 
verteilungskurve yon u is~ am meisten 
ausgepr~gt in der N~he des Endpunktes 

Fig. 1. 

der Verteilungskurve. Ist E o die Grenzenergie der fl-Strahlen, so sieht 
man ohne Schwierigkeit, dal3 die Verteilungskurve for Energien E in der 
Niihe yon E o bis auf einen yon E unabhiingigen Faktor sich wie 

v~ -~c ~ (~c2 -~ E~ ~(E~ ~ 2~c~(E~  E) (36) 

verhiilt. 
In der Fig. 1 ist das Ende der Verteilungskurve ffir ~ -- 0 und ffir einen 

kleinen und einen grol~en Wert yon # gezeichnet. Die grSl~te ~mlichkeit 
mit den empirischen Kurven zeigt die theoretische Kurve ffir # --~ 0. 

Wir kommen also zu dem Schlul~, dal3 die Ruhemasse des Neutrinos 
entweder Null oder jedenfalls sehr klein in bezug auf die Masse des Elek- 
~rons istl). In den folgenden Rechnungen werden wir die einfaehste Hypo- 
~hese # ~--0 einffihren. Es wird dann (30) 

K~ W -  H~ v~ ~ c; K~ = pqc; p~ = - -  - - - - - -  (37) 
C C" 

Die Ungleichungen (33), (34) werden jetzt: 
H s ~ W ;  W ~ m e  '~. (88) 

Und die Ubergangswahrseheinliehkeit (82) nimmt die Form an: 

8~392 I 2 P ~ -  cSh~ v*,u, dT ~fl~(W--H~) ~. (39) 

1) In einer kfirzlich erschienenen No~iz kommt F. Perr in ,  C. R. 197, 1625, 
1933, mit qualitativen Uberlegungen zu demselben SchlulL 

Volume 122B, number 1 PHYSICS LETTERS 

p(T e) = 13.3 GeV/c. Requiring (i) extrapolation to the 
energy of the events, (ii) fragmentation functions for 
leading lepton, and (iii) a detection hole for all remain- 
ing particles, makes the rate of these background 
events negligible. 

In conclusion, we have been unable to find a back- 
ground process capable of simulating the observed 
high-energy electrons. Thus we are led to the conclu- 
sion that they are electrons. Likewise we have searched 
for backgrounds capable of simulating large-E T neu- 
trino events. Again, none of the processes considered 
appear to be even near to becoming competitive. 

10. Comparison between events and expectations 
from W decays. The simultaneous presence of an elec- 
tron and (one) neutrino of approximately equal and 
opposite momenta in the transverse direction (fig. 8) 
suggests the presence of a two-body decay, W ~ e + v e. 
The main kinematical quantities of the events are given 
in table 3. A lower, model-independent bound to the 
W mass m w can be obtained from the transverse mass, 
m 2 = 2p~) p(Tv) (1 --cos ~bve),remarking that m w/> m T 
(fig. 9). We conclude that: 

m w > 73 GeV/c 2 (90% confidence level). 

A better accuracy can be obtained from the data if 
one assumes W decay kinematics and standard V - A 
couplings. The transverse momentum distribution of 
the W at production also plays a role. We can either 
(i) extract it from the events (table 3); or, (ii) use the- 
oretical predictions [8]. 
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Fig. 8. The missing transverse energy component parallel to 
the electron, plotted versus the transverse electron energy for 
the final six electron events without jets (5 gondolas, 1 bouchon) 
All the events in the gondolas appear well above the threshold 
cuts used in the searches. 

As one can see from fig. 10, there is good agreement 
between two extreme assumptions of a theoretical 
model [8] and our observations. By requiring no asso- 
ciated jet, we may have actually biased our sample to- 
wards the narrower first-order curve. Fitting of the in- 

Table 3 
Transverse mass and transverse momentum of a W decaying into an electron and a neutrino computed from the events of table 2. 

Run, event p(T e) of p(T v) = Transverse mass p(T w) ~) +n(,(.. v)' 
= [ P l  r l  ' 

electron missing E T (GeV/c) 2 (GeV) 
(GeV/c) (GeV) 

A 2958 24±0.6 24.4±4.6 48.4±4.6 0.6±4,6 
1279 

B 3522 17±0.4 10.9±4.0 26,5±4.6 10.8±4.0 
214 

C 3524 34±0.8 41.3±3.6 74.8±3.4 8.6±3.7 
197 

D 3610 38±1.0 40.0±2.0 78.0±2.2 2.1±2.2 
760 

E 3701 37±1.0 35.5±4.3 72.4±4.5 4.7±4.4 
305 

F 4017 36±0,7 32.3±2.4 68.2±2.6 3,8±2.5 
838 

114 

UA1 Coll., Phys.Lett. B122 (1983) 103  E.Fermi, Z.Phys. 88 (1934) 161  
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Historical perspective: ν 
  Radioactive decay was “discovery” of neutrino? 

Versueh einer Theorie der fl-Strahlen. I. 171 
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die verbotenen Uberg~nge fiberhaupt nicht vorkommen, da (32) nur eine 
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Fig. 1. 

der Verteilungskurve. Ist E o die Grenzenergie der fl-Strahlen, so sieht 
man ohne Schwierigkeit, dal3 die Verteilungskurve for Energien E in der 
Niihe yon E o bis auf einen yon E unabhiingigen Faktor sich wie 

v~ -~c ~ (~c2 -~ E~ ~(E~ ~ 2~c~(E~  E) (36) 

verhiilt. 
In der Fig. 1 ist das Ende der Verteilungskurve ffir ~ -- 0 und ffir einen 

kleinen und einen grol~en Wert yon # gezeichnet. Die grSl~te ~mlichkeit 
mit den empirischen Kurven zeigt die theoretische Kurve ffir # --~ 0. 

Wir kommen also zu dem Schlul~, dal3 die Ruhemasse des Neutrinos 
entweder Null oder jedenfalls sehr klein in bezug auf die Masse des Elek- 
~rons istl). In den folgenden Rechnungen werden wir die einfaehste Hypo- 
~hese # ~--0 einffihren. Es wird dann (30) 

K~ W -  H~ v~ ~ c; K~ = pqc; p~ = - -  - - - - - -  (37) 
C C" 

Die Ungleichungen (33), (34) werden jetzt: 
H s ~ W ;  W ~ m e  '~. (88) 

Und die Ubergangswahrseheinliehkeit (82) nimmt die Form an: 

8~392 I 2 P ~ -  cSh~ v*,u, dT ~fl~(W--H~) ~. (39) 

1) In einer kfirzlich erschienenen No~iz kommt F. Perr in ,  C. R. 197, 1625, 
1933, mit qualitativen Uberlegungen zu demselben SchlulL 

Cowan, Reines, et al., Science 124 (1956) 103-104  E.Fermi, Z.Phys. 88 (1934) 161  
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Historical perspective: charm 
Kaon decay was “discovery” of charm quark? 

GLASHOVV, ILIOPOULOS, AND MAIANI

so that ~k—lj must be zero or one, and the matrices
80&"& are easily computed (see the Appendix) to be

(o)
Sir&"'=Clr or Crrt (1~=i&1)

= PCrr, C'nt] (k = l) .
Thus, Tire gives rise to contributions with ~hV~ &1
and, in particular, it does not yield a Q.rst-order E&E&
mass splitting. Of course, the next-to-the-leading diver-
gences of these graphs will give QV=2, and do con-
tribute to a second-order E~E~ mass difference, agreeing
with experiment.
The leading divergences of types (iii) and (iv) give

first-order contributions T»». and T».»., to semileptonic
and leptonic processes. There will be a 1-to-1 corre-
spondence among the graphs contributing to T»z, , T»».
LFigs. 1(b) and 1(c)], and T~~rr. Because the algebraic
properties of C» and C» are identical, we construct.
TI»». and TI,L, from T»» by the appropriate substitu-
tions of q —+ L and C» ~C».
In processes where the lepton charge changes, no

violations of observed selection rules occur, but the
erst-order terms cause a renormalization of observed
coupling constants. It is important to note that these
renormalizations are common to leptonic and semi-
leptonic processes, so that the relations

(c)
Pio. 1. (a) Connected part of the qq —, + qq amplitude. The

crossed (annihilation) channel is also understood. (h) Connected
part of the q/ —+ ql amplitude. (c) Connected part of the Ll —+ lt
amplitude.

to that of Ref. 4, with the difference that the trans-
formation (7) is SU(4) invariant and does not change
the definition of strangeness (or charm), or of the
Cabibbo angle. An important consequence of the fact
that M does not depend on the Cabibbo angle is that,
unlike the situation in Ref. 4, it is impossible in our
case to evaluate the Cabibbo angle by imposing a
condition on the leading divergences. We conclude
that zeroth-order weak effects are not significant.
We now consider the first-order G(Gh.') terms which

are of four types: (i) next-to-the-leading contributions
to the quark and lepton mass operators, (ii) leading
contributions to quark-quark or quark-antiquark scat-
tering, (iii) leading contributions to quark-lepton scat-
tering, and (iv) leading contributions to lepton-lepton
scattering. Graphs with more than two external fermion
lines yield no larger than second-order effects. Terms
of type (i) are harmless: They contribute to observable
nonleptonic QI= —,' processes, but since they cannot
give AI'= 2, they do not produce a E&E& mass splitting.
On the other hand, type-(ii) diagrams could lead to
XP ~%X, possibly giving rise to first-order contribu-
tions to the EIK2 mass d16elence, contrary to experi-
ment. Let us show that they do not.
Graphs contributing to type (ii) effects are of the

general form shown in Fig. 1(a), where the bubble
includes any possible connections among the boson
lines, and any number of closed fermion loops. The
leading divergent contributions to q-g scattering from
these graphs have the form

Gi (M=0) =G„cos0,
Gi (25=1)=G„sin0

remain true when all first-order terms are included. This
renormalization is given by the factor 1++8 (Gh. )" '.
A sufficient condition for these renormalizations to be
common is the algebraic version of universality —a con-
dition which is satisfied by our model, as well as by
the usual three-quark model.
Next, we turn to the induced first-order couplings of

hadrons to neutral lepton currents and self-couplings
of neutral lepton currents. The neutral lepton currents
are generated by the matrix C» and the neutral hadron
currents by the matrix C», where

0
Ci' [&r„Cz']= —=[&a,Crr ] Cn' (10)—.

0

Evidently, there are no induced couplings of neutral
lepton currents to strangeness-changing currents. The
induced couplings involve the strangeness-conserving

X&a'"'qqv" (1+re)~a'""q] (&)

where the B„are finite dimensionless parameters inde-
pendent of masses or momenta. It is clear that these
first-order terms are independent of all external mo-
menta. The matrix 8»&") is a polynomial in C» and
C»t of order k and l, respectively, with k+l&e.
Furthermore, the charge structure of the quark multi-
plets allows a change of charge no greater than unity,

J,'=gv„CIr'(1+ F5)q+ ly„Cz'(1+yr) l
= F~„(1y~„.)a 'y O ~„(1+~,)C1—X~„(1+-~.-)X—~v~(1+v")~+p'v, (1+vs) ~'+ ~v, (1+v5) ~

ep„(1+p.-)e p~„(1y~„,)I .—(11)—
The coupling constant for this new neutral current-
current interaction is a first-order expression of the

B.Richter et al, Phys.Rev.Lett. 33 (1974) 1406 GIM, Phys.Rev. D2 (1970) 1285  
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observed at a c.m. energy of 3.2 GeV. Subse-
quently, we repeated the measurement at 3.2
GeV and also made measurements at 3.1 and 3.3
QeV. The 3.2-GeV results reproduced, the 3.3-
QeV measurement showed no enhancement, but
the 3.1-GeV measurements were internally in-
consistent —six out of eight runs giving a low
cross section and two runs giving a factor of 3 to
5 higher cross section. This pattern could have
been caused by a very narrow resonance at an
energy slightly larger than the nominal 3.1-QeV
setting of the storage ring, the inconsistent 3.1-
QeV cross sections then being caused by setting
errors in the ring energy. The 3.2-GeV enhance-
ment would arise from radiative corrections
which give a high-energy tail to the structure.
Vfe have now repeated the measurements using

much finer energy steps and using a nuclear mag-
netic resonance magnetometer to monitor the
ring energy. The magnetometer, coupled with
measurements of the circulating beam position
in the storage ring made at sixteen points around
the orbit, allowed the relative energy to be deter-
mined to 1 part in 104. The determination of the
absolute energy setting of the ring requires the
knowledge of fBdl around the orbit and is accur-
ate to +0.1@.
The data are shown in Fig. 1. All cross sec-

tions are normalized to Bhabha scattering at 20
mrad. The cross section for the production of
hadrons is shown in Fig. 1(a). Hadronic events
are required to have in the final state either ~ 3
detected charged particles or 2 charged particles
noncoplanar by & 20'. ' The observed cross sec-
tion rises sharply from a level of about 25 nb to
a value of 2300 + 200 nb at the peak' and then ex-
hibits the long high-energy tail characteristic of
radiative corrections in e'e reactions. The de-
tection efficiency for hadronic events is 45% over
the region shown. The error quoted above in-
cludes both the statistical error and a 7%%uq contri-
bution from uncertainty in the detection efficiency.
Our mass resolution is determined by the en-

ergy spread in the colliding beams which arises
from quantum fluctuations in the synchrotron
radiation emitted by the beams. The expected
Gaussian c.m. energy distribution (@=0.56 MeV),
folded with the radiative processes, ' is shown as
the dashed curve in Fig. 1(a). The width of the
resonance must be smaller than this spread; thus
an upper limit to the full width at half-maximum
is 1.3 MeV.
Figure 1(b) shows the cross section for e'e

final states. Outside the peak this cross section
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is equal to the Bhabha cross section integrated
over the acceptance of the apparatus. '
Figure 1(c) shows the cross section for the

production of collinear pairs of particles, ex-
cluding electrons. At present, our muon identi-

FIG. 1. Cross section versus energy for (a) multi-
hadron final states, (b) e g final states, and (c) p+p,
~+7t, and K"K final states. The curve in (a) is the ex-
pected shape of a g-function resonance folded with the
Gaussian energy spread of the beams and including
radiative processes. The cross sections shown in (b)
and (c) are integrated over the detector acceptance.
The total hadron cross section, (a), has been corrected
for detection efficiency.
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Historical perspective: bottom 
  CP violation was “discovery” of 3rd generation? 

L.Lederman et al., Phys.Rev.Lett. 39 (1977) 252 Cronin and Fitch, Phys.Rev.Lett. 13 (1964) 138 
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ranged symmetrically with respect to the hori-
zontal median plane in order to detect both JLt.

'
and p. in each arm.
The data sets presented here are listed in Ta-

ble I. Low-current runs produced -15000 J/g
and 1000 g' particles which provide a test of res-
olution, normalization, and uniformity of re-
sponse over various parts of the detector. Fig-
ure 2(b) shows the 1250-A J/P and P' data. The
yields are in reasonable agreement with our ear-
lier measurements. '
High-mass data (1250 and 1500 A) were collect-

ed at a rate of 20 events/h for m„+&-& 5 GeV us-
ing (1.5-3)&& 10"incident protons per accelerator
cycle. The proton intensity is limited by the re-
quirement that the singles rate at any detector
plane not exceed 10' counts/sec. The copper
section of the hadron filter has the effect of low-
ering the singles rates by a factor of 2, permit-
ting a corresponding increase in protons on tar-
get. The penalty is an ™15%worsening of the res-
olution at 10 GeV mass. Figure 2(a) shows the
yield of muon pairs obtained in this work.
At the present stage of the analysis, the follow-

ing conclusions may be drawn from the data [Fig.
3(a)]:
(1) A statistically significant enhancement is ob-

served at 9.5-GeV p.'p. mass.
(2) By exclusion of the 8.8-10.6-GeV region,

the continuum of p+p, pairs falls smoothly with
mass. A simple functional form,

[d(r/dmdy], ,=Ae '~,

IO

US p p.+ANYTHING

~ 81
o~ p+We

8
C

0
E

-37
~IO

b~
~ E"o

IO'
j

5

g
2
N)

2-

b.)

'o
II

b4
E

f
CALCULATEO APf%RATUS
RESOUJTION AT 9.5 GeV

(FWHM)

8 IO
m(GeV}

-39
I s0 6 8 IO l2 l4 l6

m(GeV)

I2

with A = (l.89+ 0.23)&& 10 "cm'/GeV/nucleon and
b = 0.98+ 0.02 GeV ', gives a good fit to the data
for 6 GeV&m&+& &12 GeV (g'=21 for 19 degrees
of freedom), "
(3) In the excluded mass region, the continuum

fit predicts 350 events. The data contain 770
events.
(4) The observed width of the enhancement is

greater than our apparatus resolution of a full
width at half-maximum (FWHM) of 0.5+0.1 GeV.
Fitting the data minus the continuum fit [Fig.
3(b)] with a simple Gaussian of variable width
yields the following parameters (B is the branch-.
ing ratio to two muons):

Mass = 9.54+ 0.04 GeV,

[Bdo/dy]„,= (3.4+ 0.3)x 10 "cm'/nucleon,

with F+7HM=1, 16+0.09 GeV and X =52 for 27

FIG. 3. {a)Measured dimuon production cross sec-
tions as a function of the invariant mass of the muon
pair. The solid line is the continuum fit outlined in the
text. The equal-sign-dimuon cross section is also
shown. {b) The same cross sections as in (a) with the
smooth exponential continuum fit subtracted in order to
reveal the 9-10-GeV region in more detail.

degrees of freedom (Ref. 5). An alternative fit
with two Gaussians whose widths are fixed at the
resolution of the apparatus yields

Mass = 9.44+ 0.03 and 10.17+0.05 GeV,
[Bd(r/dy], o=(2.3+ 0.2) and (0.9+0.1)

x 10 "cm'/nucleon,
with y'=41 for 26 degrees of freedom (Ref. 5).
The Monte Carlo program used to calculate the

acceptance [see Fig. 2(c)] and resolution of the

254
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FIG. 2. (a) Experimental distribution in rn~ com-
pared with Monte Carlo calculation. The calculated
distribution is normalized to the total number of ob-
served events. (b) Angular distribution of those events
in the range 490 &m*&510 MeV. The calculated curve
is normalized to the number of events in the complete
sample.

with a form-factor ratio f /f+ =-6.6. The data
are not sensitive to the choice of form factors
but do discriminate against the scalar interac-
tion.
Figure 2(b) shows the distribution in cos8 for

those events which fall in the mass range from
490 to 510 MeV together with the corresponding
result from the Monte Carlo calculation. Those
events within a restricted angular range (cos8
&0.9995) were remeasured on a somewhat more
precise measuring machine and recomputed using
an independent computer program. The results of
these two analyses are the same within the re-
spective resolutions. Figure 3 shows the re-
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suits from the more accurate measuring machine.
The angular distribution from three mass ranges
are shown; one above, one below, and one encom-
passing the mass of the neutral K meson.
The average of the distribution of masses of

those events in Fig. 3 with cos8 &0.99999 is
found to be 499.1 + 0.8 MeV. A corresponding
calculation has been made for the tungsten data
resulting in a mean mass of 498.1 + 0.4. The dif-
ference is 1.0+0.9 MeV. Alternately we may
take the mass of the E' to be known and compute
the mass of the secondaries for two-body decay.
Again restricting our attention to those events
with cos0&0.99999 and assuming one of the sec-
ondaries to be a pion, the mass of the other par-
ticle is determined to be 137.4+ 1.8. Fitted to a
Gaussian shape the forward peak in Fig. 3 has a
standard deviation of 4.0 + 0.7 milliradians to be
compared with 3.4+ 0.3 milliradians for the tung-
sten. The events from the He gas appear identi-
cal with those from the coherent regeneration in
tungsten in both mass and angular spread.
The relative efficiency for detection of the

three-body E, decays compared to that for decay
to two pions is 0.23. %e obtain 45+ 9 events in
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is 1 X 10, which is equivalent to a 4.8o. deviation in a
Gaussian distribution [11]. Based on the excess number
of SVX-tagged events, we expect an excess of 7.8 SLT
tags and 3.5 dilepton events from tt production, in good
agreement with the observed numbers.
We performed a number of checks of this analysis.

A good control sample for b tagging is Z + jet events,
where no top contribution is expected. We observe 15,
3, and 2 tags (SVX and SLT) in the Z + l-jet, 2-
jet, and ~3-jet samples, respectively, compared with the
background predictions of 17.5, 4.2, and 1.5. The excess
over background that was seen in Ref. [1] is no longer
present. In addition, there is no discrepancy between
the measured and predicted W + 4-jet background, in
contrast to a small deficit described in Ref. [1] (see [12]).
Single-lepton events with four or more jets can be

kinematically reconstructed to the tt WbWb hypothe-
sis, yielding for each event an estimate of the top quark
mass [1]. The lepton, neutrino (gr), and the four highest-
F& jets are assumed to be the tt daughters [13]. There
are multiple solutions, due to both the quadratic ambi-
guity in determining the longitudinal momentum of the
neutrino and the assignment of jets to the parent W's and
b's. For each event, the solution with the lowest fit ~2 is
chosen. Starting with the 203 events with )3 jets, we re-
quire each event to have a fourth jet with ET ) 8 GeV
and ~zl~ ( 2.4. This yields a sample of 99 events, of
which 88 pass a loose g2 requirement on the fit. The
mass distribution for these events is shown in Fig. 2. The
distribution is consistent with the predicted mix of ap-
proximately 30% tt signal and 70% W + jets background.
The Monte Carlo background shape agrees well with that
meaured in a limited-statistics sample of Z + 4-jet events
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FIG. 2. Reconstructed mass distribution for the W+ ~4-jet
sample prior to b tagging (solid). Also shown is the back-
ground distribution (shaded) with the normalization constrained
to the calculated value.

as well as in a QCD sample selected to approximate non-
W background. After requiring an SVX or SLT b tag,
19 of the events remain, of which 6.9+19 are expected
to be background. For these events, only solutions in
which the tagged jet is assigned to one of the b quarks
are considered. Figure 3 shows the mass distribution for
the tagged events. The mass distribution in the current
run is very similar to that from the previous run. Further-
more, we employed several mass fitting techniques which
give nearly identical results.
To find the most likely top mass, we fit the mass

distribution to a sum of the expected distributions from
the W + jets background and a top quark of mass Mt p
[1]. The —ln(liklihood) distribution from the fit is shown
in the Fig. 3 inset. The best fit mass is 176 GeV/c2
with a ~8 GeV/c2 statistical uncertainty. We make a
conservative extrapolation of the systematic uncertainty
from our previous publication, giving M„~ = 176 ~ 8 ~
10 GeV/c2. Further studies of systematic uncertainties
are in progress.
The shape of the mass peak in Fig. 3 provides addi-

tional evidence for top quark production, since the number
of observed b tags is independent of the observed mass
distribution. After including systematic effects in the pre-
dicted background shape, we find a 2 X 10 probability
that the observed mass distribution is consistent with the
background (Kolmogorov-Smirnov test). This is a con-
servative measure because it does not explicitly take into
account the observed narrow mass peak.
In conclusion, additional data confirm the top quark

evidence presented in Ref. [1]. There is now a large
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W+ )4-jet events (solid). Also shown are the background
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background constrained to the calculated value, 6.9+19 events.
The inset shows the likelihood fit used to determine the top
mass.
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Fig. 1. Recoil mass 
+E~.)]2--(FD.  +#~+)2 with 
K°n+g , K + n - n  ° ,K+n  n + n -  and one lepton ( ~ + , e  +) with 
momentum p > 1.0 GeV/c. 

B ° mesons are either reconstructed in the hadronic 
decay modes [ 11 ]. 

Bo__,D*- n + 

__,D*- re+ ~ o 
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i oK 

Fig, 2. Completely reconstructed event consisting of the decay "l" 
(4S) ~B°B ° . 

observation of  B°-13 ° mixing. The two B ° mesons 
(B ° and B ° ) decay in the following way: 

~ D * - n + n + ~  - ' 0 ~-- + Bl --~DI Ill V 1  

or in the channel 

B°-- ,D*- ~+ v ,  

with ~+ being an e ÷ or It+. The partial reconstruc- 
tion o f  the decay B°-- ,D*-~+v is possible because B ° 
mesons produced in "14 (4S) decays are nearly at rest. 
The neutrino is unobserved, but can be inferred if 

MRecoil, is  the recoil mass against the D*-~  + system, 2 
2 consistent with zero, MR~o~, is defined by 

MRecoi 1 2  = [Ebeam -- (ED*-  +E~+ ) ]2  --  (ffD*- "F-p~+ )2 

By requiring the D * -  to have momentum less than 
2.45 GeV/c and the lepton to have momentum above 
1.0 GeV/c, we obtain the recoil mass spectrum shown 

2 in fig. 1. The prominent  peak at MRecoil = 0  corre- 
sponds to a B ° signal on a low background. The posi- 
tion and shape o f  the signal is well described by the 
Monte Carlo prediction for Y (4S)--,B°B ° followed 
by the semi-leptonic decay B ° ~ D * - £ + v .  

In the sample of  events with a single reconstructed 
B °, we can attempt to reconstruct the second B °, now 
with a less restrictive choice o f  possible decay chan- 
nels. By this means, we have succeeded in com- 
pletely reconstructing a decay 1" (4S) ~B°B °, the first 

D * -  -~ n i- 130 

13°--*K~- n i- , 

and 

0 *-- + B2--,D2 Ix2 v2 

D * -  --,n o D -  

D -  -~Kf ~f~i- • 

The event is shown in fig. 2 and its kinematical 
quantities are listed in table 1. The masses of  the 
intermediate states agree well with the table values 
[ 12]. Both D * -  mesons contain positive kaons o f  
momenta  p ( K t ) = 0 . 5 4 8  GeV/c and p ( K 2) =0 . 807  
GeV/c which are uniquely identified by the meas- 
urements of  specific ionisation loss (dE/dx)  and of  
time-of-flight. The two positive muons are the fastest 
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3. Event selection and data analysis. The present 
work is based on a four-week period of  data-taking 
during the months of  April and May 1983. The inte- 
grated luminosity after subtraction of  dead-time and 
other instrumental inefficiencies was 55 nb -1  . As in 
our previous work [1], four types of  trigger were 
operated simultaneously: 

(i) An "electron trigger", namely at least 10 GeV 
of  transverse energy deposited in two adjacent elements 
of  the electromagnetic calorimeters covering angles 
larger than 5 ° with respect to the beam pipes. 

(ii) A "muon trigger", namely at least one penetrat- 
ing track detected in the muon chambers with pseudo- 
rapidity Ir~l ~< 1.3 and pointing in both projections to 
the interaction vertex within a specified cone of  aper- 
ture + 150 mrad. This is accomplished by a dedicated 
set of  hardware processors filtering the patterns of  the 
muon tube hits. 

(iii) A "jet trigger", namely at least 20 GeV of  
transverse energy in a localized calorimeter cluster * a. 

(iv) A global "E T trigger", with > 5 0  GeV of  total  
transverse energy from all calorimeters with IrTI < 1.4. 

Events for the present paper were further selected 
by the so-called "express line", consisting of  a set of  
four 168E computers [13] operated independently in 
real time during the data-taking. A subsample of  
events with E T ~> 12 GeV in the electromagnetic calo- 
rimeters and dimuons are selected and writ ten on a 
dedicated magnetic tape. These events have been fully 
processed off-line and further subdivided into four 
main classes: (i) single, isolated electromagnetic clus- 
ters with E T > 15 GeV and missing energy events with 
Emiss > 15 GeV, in order to extract  W +- ~ e -+ v events 
[ 1,5] ; (ii) two or more isolated electromagnetic clus- 
ters w i t h e  T > 25 GeV for Z 0 ~ e+e - candidates; 
(iii) muon pair selection to find Z 0 ~/a+M - events; 
and (iv) events with a track reconstructed in the cen- 
tral detector,  of  transverse momentum within one 
standard deviation, PT ~> 25 GeV/c, in order to evalu- 
ate some of  the background contributions. We will 
discuss these different categories in more detail. 

4. Events with two isolated electron signatures. An 
electron signature is defined as a localized energy 

a The jet cluster is defined as in ref. [1], namely six electro- 
magnetic cells and two hadronic cells immediately behind. 
Energy responses of calorimeters for hadrons and electrons 
are somewhat different. 
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Fig. 1. Invariant mass distribution (uncorrected) of two elec- 
tromagnetic clusters: (a) with E T > 25 GeV; (b) as above and 
a track with PT > 7 GeV/c and projected length >40 cm 
pointing to the cluster. In addition, a small energy deposition 
in the hadron calorimeters immediately behind (< 0.8 GeV) 
ensures the electron signature. Isolation is required with ~ PT 
< 3 GeV/c for all other tracks pointing to the cluster. (c) The 
second cluster also has an isolated track. 

deposition in two contiguous cells of  the electromag- 
netic detectors with E T > 25 GeV, and a small (or no) 
energy deposit ion (~<800 MeV) in the hadron calori- 
meters immediately behind them. The isolation require- 
ment  is defined as the absence of  charged tracks with 
momenta  adding up to more than 3 GeV/c of  transverse 
momentum and pointing towards the electron cluster 
cells. The effects of  the successive cuts on the invari- 
ant e lec t ron-e lec t ron  mass are shown in fig. 1. Four 
e+e - events survive cuts, consistent with a common 
value of  (e+e - )  invariant mass. They have been care- 
fully studied using the interactive event display facil- 
i ty MEGATEK. One of  these events is shown in figs. 
2a and 2b. The main parameters of  the four events are 
listed in tables 1 and 3. As one can see from the ener- 
gy deposition plots (fig. 3), their dominant feature is 
of  two very prominent  electromagnetic energy deposi- 
tions. All events appear to balance the visible total  
transverse energy components;  namely, there is no 
evidence for the emission of  energetic neutrinos. Ex- 
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hadrons are unambiguously identified by interaction 
or by range-momentum and ionisation. Any track 
which could possibly be due to a muon has consigned 
the event to reaction (2). 

Analysis of  the signal. To estimate the background 
of neutral hadrons coming from neutrino interactions 
in the shielding and simulating reaction (1), events 
where a visible charged current interaction produces 
an identified neutron star in the chamber (associated, 
AS, events) were also studied. To obtain a good esti- 
mate of the true neutral hadron direction from the 
direction of the observed total momentum a cut in 
visible total energy o f ' >  1 GeV was applied to the 
NC and AS events, as well as to the hadronic part of 
the CC events. 

We have observed, in a fiducial volume of 3 m 3, 
102 NC, 428 CC and 15 AS in the v run and 64 NC, 
148 CC and 12 AS in the ~ run. Using these numbers 
without background substraction the ratios NC/CC 
are then 0.24 for v and 0.42 for ~, whilst the NC/AS 
ratios are 6.8 and 5.3 respectively. 

The spatial distributions of the NC events have 
been compared to those of the CC events and found 
to be similar. In particular, the distribution along the 
beam direction of NC (fig. 1) has the same shape as 
the CC distribution. In contrast the observed distribu- 
tion of low energy neutral stars shows a typical expo- 
nential attenuation as expected for neutron back- 
ground. The distributions of radial position, hadron 
total energy, and angle between measured hadron to- 
tal momentum and beam direction are also indistin- 
guishable for NC and CC. 

Using the direction of measured total momentum 
of the hadrons in NC and CC events, a Bartlett meth- 
od has been used to evaluate the apparent interaction 
mean free paths, X a, for NC and CC which are found 
to be compatible with infinity. For the NC events we 
find X a > 2.6 m at 90% CL; thb corresponds to 3.5 
times the neutron interaction length for high energy 
( > 1 GeV) inelastic collisions in freon. 

Evaluation of  the background. Since the outgoing 
neutrinos cannot be detected in reaction (1), the NC 
events may be simulated by neutral hadrons coming 
from the u beam or elsewhere. 

As a check for cosmic ray origin, the up-down 
asymmetries of NC events in vertical position and mo- 
menta have been measured and found to be (3 -+ 8)% 
and ( -  8 + 8)% respectively. In addition, a cosmic ray 
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8.7. Discussion

The global #2/dof of the SM fit is 18.3/13, corresponding to a probability of 15%. Predictions for the individual
measurements entering this analysis and the resulting pulls contributing to the global #2 are reported in Table 8.4.
Predictions of many other observables within the SM framework are reported in Appendix G. The pulls of the measure-
ments are also shown in Fig. 8.14. Here, the pull is defined as the difference between the measured and the predicted
value, in units of the measurement uncertainty, calculated for the values of the five SM input parameters in the minimum
of the #2.

The largest contribution to the overall #2, 2.8 standard deviations, has already been discussed in Section 7.3.1,
namely the b quark forward–backward asymmetry measured at LEP-I. Two other measurements, the hadronic pole

8 ATLAS Collaboration / Physics Letters B 716 (2012) 1–29

Fig. 4. The distributions of the invariant mass of diphoton candidates after all selec-
tions for the combined 7 TeV and 8 TeV data sample. The inclusive sample is shown
in (a) and a weighted version of the same sample in (c); the weights are explained
in the text. The result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-order Bern-
stein polynomial is superimposed. The residuals of the data and weighted data with
respect to the respective fitted background component are displayed in (b) and (d).

a window containing Si , of a background-only fit to the data. The
values Si/Bi have only a mild dependence on mH .

The statistical interpretation of the excess of events near mγ γ =
126.5 GeV in Fig. 4 is presented in Section 9.

6. H → W W (∗) → eνµν channel

The signature for this channel is two opposite-charge leptons
with large transverse momentum and a large momentum imbal-
ance in the event due to the escaping neutrinos. The dominant
backgrounds are non-resonant W W , tt̄ , and W t production, all of
which have real W pairs in the final state. Other important back-
grounds include Drell–Yan events (pp → Z/γ (∗) → ℓℓ) with Emiss

T
that may arise from mismeasurement, W + jets events in which
a jet produces an object reconstructed as the second electron or
muon, and W γ events in which the photon undergoes a con-
version. Boson pair production (W γ ∗/W Z (∗) and Z Z (∗)) can also
produce opposite-charge lepton pairs with additional leptons that
are not detected.

The analysis of the 8 TeV data presented here is focused on the
mass range 110 < mH < 200 GeV. It follows the procedure used
for the 7 TeV data, described in Ref. [106], except that more strin-
gent criteria are applied to reduce the W + jets background and
some selections have been modified to mitigate the impact of the
higher instantaneous luminosity at the LHC in 2012. In particular,
the higher luminosity results in a larger Drell–Yan background to
the same-flavour final states, due to the deterioration of the miss-
ing transverse momentum resolution. For this reason, and the fact
that the eµ final state provides more than 85% of the sensitivity of

the search, the same-flavour final states have not been used in the
analysis described here.

6.1. Event selection

For the 8 TeV H → W W (∗) → eνµν search, the data are se-
lected using inclusive single-muon and single-electron triggers.
Both triggers require an isolated lepton with pT > 24 GeV. Qual-
ity criteria are applied to suppress non-collision backgrounds such
as cosmic-ray muons, beam-related backgrounds, and noise in the
calorimeters. The primary vertex selection follows that described
in Section 4. Candidates for the H → W W (∗) → eνµν search are
pre-selected by requiring exactly two opposite-charge leptons of
different flavours, with pT thresholds of 25 GeV for the leading
lepton and 15 GeV for the sub-leading lepton. Events are classified
into two exclusive lepton channels depending on the flavour of the
leading lepton, where eµ (µe) refers to events with a leading elec-
tron (muon). The dilepton invariant mass is required to be greater
than 10 GeV.

The lepton selection and isolation have more stringent require-
ments than those used for the H → Z Z (∗) → 4ℓ analysis (see
Section 4), to reduce the larger background from non-prompt lep-
tons in the ℓνℓν final state. Electron candidates are selected using
a combination of tracking and calorimetric information [85]; the
criteria are optimised for background rejection, at the expense of
some reduced efficiency. Muon candidates are restricted to those
with matching MS and ID tracks [84], and therefore are recon-
structed over |η| < 2.5. The isolation criteria require the scalar
sums of the pT of charged particles and of calorimeter topolog-
ical clusters within %R = 0.3 of the lepton direction (excluding
the lepton itself) each to be less than 0.12–0.20 times the lep-
ton pT. The exact value differs between the criteria for tracks and
calorimeter clusters, for both electrons and muons, and depends on
the lepton pT. Jet selections follow those described in Section 5.3,
except that the JVF is required to be greater than 0.5.

Since two neutrinos are present in the signal final state, events
are required to have large Emiss

T . Emiss
T is the negative vector sum

of the transverse momenta of the reconstructed objects, including
muons, electrons, photons, jets, and clusters of calorimeter cells
not associated with these objects. The quantity Emiss

T,rel used in this
analysis is required to be greater than 25 GeV and is defined as:
Emiss

T,rel = Emiss
T sin %φmin, where %φmin is min(%φ, π

2 ), and Emiss
T is

the magnitude of the vector Emiss
T . Here, %φ is the angle between

Emiss
T and the transverse momentum of the nearest lepton or jet

with pT > 25 GeV. Compared to Emiss
T , Emiss

T,rel has increased rejec-

tion power for events in which the Emiss
T is generated by a neutrino

in a jet or the mismeasurement of an object, since in those events
the Emiss

T tends to point in the direction of the object. After the lep-
ton isolation and Emiss

T,rel requirements that define the pre-selected
sample, the multijet background is negligible and the Drell–Yan
background is much reduced. The Drell–Yan contribution becomes
very small after the topological selections, described below, are ap-
plied.

The background rate and composition depend significantly on
the jet multiplicity, as does the signal topology. Without accom-
panying jets, the signal originates almost entirely from the ggF
process and the background is dominated by W W events. In con-
trast, when produced in association with two or more jets, the
signal contains a much larger contribution from the VBF process
compared to the ggF process, and the background is dominated by
tt̄ production. Therefore, to maximise the sensitivity to SM Higgs
events, further selection criteria depending on the jet multiplicity
are applied to the pre-selected sample. The data are subdivided
into 0-jet, 1-jet and 2-jet search channels according to the number
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Fig. 4. The distributions of the invariant mass of diphoton candidates after all selec-
tions for the combined 7 TeV and 8 TeV data sample. The inclusive sample is shown
in (a) and a weighted version of the same sample in (c); the weights are explained
in the text. The result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-order Bern-
stein polynomial is superimposed. The residuals of the data and weighted data with
respect to the respective fitted background component are displayed in (b) and (d).
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values Si/Bi have only a mild dependence on mH .

The statistical interpretation of the excess of events near mγ γ =
126.5 GeV in Fig. 4 is presented in Section 9.

6. H → W W (∗) → eνµν channel

The signature for this channel is two opposite-charge leptons
with large transverse momentum and a large momentum imbal-
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The analysis of the 8 TeV data presented here is focused on the
mass range 110 < mH < 200 GeV. It follows the procedure used
for the 7 TeV data, described in Ref. [106], except that more strin-
gent criteria are applied to reduce the W + jets background and
some selections have been modified to mitigate the impact of the
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sums of the pT of charged particles and of calorimeter topolog-
ical clusters within %R = 0.3 of the lepton direction (excluding
the lepton itself) each to be less than 0.12–0.20 times the lep-
ton pT. The exact value differs between the criteria for tracks and
calorimeter clusters, for both electrons and muons, and depends on
the lepton pT. Jet selections follow those described in Section 5.3,
except that the JVF is required to be greater than 0.5.

Since two neutrinos are present in the signal final state, events
are required to have large Emiss

T . Emiss
T is the negative vector sum

of the transverse momenta of the reconstructed objects, including
muons, electrons, photons, jets, and clusters of calorimeter cells
not associated with these objects. The quantity Emiss

T,rel used in this
analysis is required to be greater than 25 GeV and is defined as:
Emiss

T,rel = Emiss
T sin %φmin, where %φmin is min(%φ, π

2 ), and Emiss
T is

the magnitude of the vector Emiss
T . Here, %φ is the angle between

Emiss
T and the transverse momentum of the nearest lepton or jet

with pT > 25 GeV. Compared to Emiss
T , Emiss

T,rel has increased rejec-

tion power for events in which the Emiss
T is generated by a neutrino

in a jet or the mismeasurement of an object, since in those events
the Emiss

T tends to point in the direction of the object. After the lep-
ton isolation and Emiss

T,rel requirements that define the pre-selected
sample, the multijet background is negligible and the Drell–Yan
background is much reduced. The Drell–Yan contribution becomes
very small after the topological selections, described below, are ap-
plied.

The background rate and composition depend significantly on
the jet multiplicity, as does the signal topology. Without accom-
panying jets, the signal originates almost entirely from the ggF
process and the background is dominated by W W events. In con-
trast, when produced in association with two or more jets, the
signal contains a much larger contribution from the VBF process
compared to the ggF process, and the background is dominated by
tt̄ production. Therefore, to maximise the sensitivity to SM Higgs
events, further selection criteria depending on the jet multiplicity
are applied to the pre-selected sample. The data are subdivided
into 0-jet, 1-jet and 2-jet search channels according to the number
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Heavy Flavour = Precision search for NP 

  Historical record of indirect discoveries: 

Particle Indirect Direct 
ν β decay Fermi 1932 Reactor ν-CC Cowan, Reines 1956 

W β decay Fermi 1932 W→eν UA1, UA2 1983 

c K0→µµ GIM 1970 J/ψ Richter, Ting 1974 

b CPV K0→ππ CKM, 3rd gen 1964/72 Υ Ledermann 1977 

Z ν-NC Gargamelle 1973 Z→e+e- UA1 1983 

t B mixing ARGUS 1987 t→Wb D0, CDF 1995 

H e+e- EW fit, LEP 2000 H→4µ/γγ CMS, ATLAS 2012 
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Heavy Flavour = Precision search for NP 

  Direct discoveries rightfully higher valued: 
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Precision measurements point to new phenomena 
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Outline 

  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
–  LFNU: bàsll and bàclν 

 
  What are the interpretations? 
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FCNC: b→sll 

b→s transition forbidden at tree level in SM 
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FCNC: b→sll 

b→s transition occurs at loop level 
–  Suppressed in SM 
–  NP can compete with SM 
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Bs
0→µ+µ- 

  Famous example of bàsll process 
  Very, very rare in the SM 
  Sensitive to small effects beyond the SM 
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Bs
0→µ+µ- 

  Historical endeavour! 
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Extended Data Figure 7 | Search for the B0
s ! µ+µ�

and B0 ! µ+µ�
decays,

reported by 11 experiments spanning more than three decades, and by the present

results. Markers without error bars denote upper limits on the branching fractions at 90%
confidence level, while measurements are denoted with errors bars delimiting 68% confidence
intervals. The horizontal lines represent the SM predictions for the B0

s ! µ+µ� and B0 ! µ+µ�

branching fractions1; the blue (red) lines and markers relate to the B0
s ! µ+µ� (B0 ! µ+µ�)

decay. Data (see key) are from refs 17,18,31–60 ; for details see Methods. Inset, magnified view
of the last period in time.
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Bs
0→µ+µ- 

  Challenge: huge amount of events with two muons! 
–  Background:  BR(B →Xµ+)  = 10-1 

–  Signal:   BR(Bs
0→µ+µ-) < 10-8  

  1012 B produced; probability of µµ decay 10-9; eff ~5% 
–  Expect ~50 events 

128 The B0
s(d) ! µ+µ� analysis

�.� The BDT classifier
As already anticipated, the Boosted Decision Tree (BDT) is the output of a multivariate
discriminant constructed using the TMVA package [107]. It has been designed to discrimi-
nate two body decays of B-hadrons with respect to the dominant background coming from
semileptonic bb̄ ! µµX decays and/or combinatorial. To distinguish between two muons
from a well reconstructed secondary vertex (see Fig. 81, left) and two muons from bb̄ ! µµX
events (Fig. 81, right), geometrical and kinematic information is used.

Figure 81 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Sketch illustrating a typical B0

s(d) ! µ+µ� signal event, on the left, and the bb̄ ! µµX event, dominating the back-
ground, on the right.

Nine variables enter the BDT. Ordered according to their background rejection power,
they are:

B impact parameter IP(B)
Minimum impact parameter significance of the two muons IPS(µ)
Isolation of the two muons with respect to any other track in the event I(µ)
B proper time t
B transverse momentum pT(B)
B isolation as defined in Ref. [44] I(B)
Distance of closest approach between the two muons DOCA
Minimum pT of the muons pmin

T (µ)
Cosine of the angle between the muon momentum in the B rest frame
and the vector perpendicular to the B momentum and the beam axis cos(P̂)

The muon isolation I(µ) basically describes the number of secondary vertices that can be
reconstructed using one muon candidate and another track in the event, therefore it is ex-
pected to peak at 0 for signal events. The cosine of the polarisation angle P̂ (“pointing”) is
defined as

cos(P̂) =
py,µ1 ⇥ px,B � px,µ1 ⇥ py,B

2 · pT,B · MREC
B

, (107)

where µ1 is the muon with minimum pT and MREC
B is the reconstructed B mass. DOCA and

IP(B) are the same variables entering the BDTS (see Sec. 8.4.2).
The BDT is constructed such that it is approximately uniformly distributed between zero

and one for the signal and it peaks at zero for the background. The BDT response is trained
using simulated events of B0

s(d) ! µ+µ� and bb̄ ! µµX decays after applying selection and
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Figure 11: Fit of a power-law to the widths of charmonium and bottomonium resonances in
(top) Run 1 and (bottom) Run 2 data.
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Bs
0→µ+µ- 

  Challenge: huge amount of events with two muons! 
–  Background:  BR(B →Xµ+)  = 10-1 

–  Signal:   BR(Bs
0→µ+µ-) < 10-8  

  Analysis: 
–  BDT event selection 

•  Mainly lifetime 
•  Calibrate efficiency on data with B!ππ decays 

–  Mass resolution 
•  Interpolate between J/ψ!µµ and Υ!µµ 

–  Backgrounds 
•  b!µ + b!µ 
•  Semileptonic B0, Bs

0, Bc
+ and Λb

0 decays 
•  Misidentified B!ππ 

  Largest systematic uncertainty: 
–  Relative production of Bs

0 wrt B0 mesons, fs/fd 
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Figure 6: Expected BDT distribution calibrated using simulated B0! µ+µ� candidates (black)
and B0! K+⇡� control channel (red) in (top) Run1 and (bottom) Run2 data.
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  First evidence, 3.5σ 
–  ’11, part ’12 
–  2.1 fb-1 

  



]2
c [MeV/−

µ+µ
m

5000 5500

)2
c

C
an

di
da

te
s 

/ (
44

 M
eV

/

0

2

4

6

8

10

12

14

16

LHCb

BDT>0.7
-13 fb

Figure 2: Invariant mass distribution of the selected B0
(s) !

µ+µ� candidates (black dots) with BDT > 0.7. The result
of the fit is overlaid (blue solid line) and the di↵erent
components detailed: B0

s ! µ+µ� (red long dashed line),
B0 ! µ+µ� (green medium dashed line), combinatorial
background (blue medium dashed line), B0

(s) ! h+h0�

(magenta dotted line), B0(+) ! ⇡0(+)µ+µ� (light blue dot-
dashed line), B0 ! ⇡�µ+⌫µ and B0

s ! K�µ+⌫µ (black
dot-dashed line).

with a significance of 4.0 standard deviations (�), while
the significance of the B0 ! µ+µ� signal is 2.0�.
These significances are determined from the change
in likelihood from fits with and without the signal
component. The median significance expected for a
SM B0

s ! µ+µ� signal is 5.0�.
The simultaneous unbinned maximum-likelihood fit

results in

B(B0
s ! µ+µ�)= (2.9+1.1

�1.0(stat)
+0.3
�0.1(syst))⇥ 10�9 ,

B(B0 ! µ+µ�)= (3.7+2.4
�2.1(stat)

+0.6
�0.4(syst))⇥ 10�10 .

The statistical uncertainty is derived by repeating
the fit after fixing all the fit parameters, except the
B0

s ! µ+µ� and B0 ! µ+µ� branching fractions
and the slope and normalisation of the combinatorial
background, to their expected values. The systematic
uncertainty is obtained by subtracting in quadrature
the statistical uncertainty from the total uncertainty
obtained from the likelihood with all nuisance param-
eters allowed to vary according to their uncertainties.
Additional systematic uncertainties reflect the impact
on the result of changes in the parametrisation of the
background by including the ⇤0

b ! pµ�⌫̄µ component
and by varying the mass shapes of backgrounds from
b-hadron decays, and are added in quadrature. The

correlation between the branching fractions parame-
ters of both decay modes is +3.3%. The values of the
B0

(s) ! µ+µ� branching fractions obtained from the fit
are in agreement with the SM expectations. The invari-
ant mass distribution of the B0

(s) ! µ+µ� candidates
with BDT > 0.7 is shown in Fig. 2.

As no significant excess of B0 ! µ+µ� events
is found, a modified frequentist approach, the CLs

method [38] is used, to set an upper limit on the
branching fraction. The method provides CLs+b, a
measure of the compatibility of the observed distribu-
tion with the signal plus background hypothesis, CLb,
a measure of the compatibility with the background-
only hypothesis, and CLs = CLs+b/CLb. A search
region is defined around the B0 invariant mass as
mB0 ± 60MeV/c2. For each BDT bin the invariant
mass signal region is divided into nine bins with bound-
aries mB0 ± 18, 30, 36, 48, 60MeV/c2, leading to a total
of 72 search bins.
An exponential function is fitted, in each BDT bin,

to the invariant mass sidebands. Even though they
do not contribute to the signal search window, the
b-hadron backgrounds are added as components in the
fit to account for their e↵ect on the combinatorial back-
ground estimate. The uncertainty on the expected
number of combinatorial background events per bin
is determined by applying a Poissonian fluctuation to
the number of events observed in the sidebands and by
varying the exponential slopes according to their uncer-
tainties. In each bin, the expectations for B0

s ! µ+µ�

decays assuming the SM branching fraction and for
B0

(s) ! h+h0� background are accounted for. For each
branching fraction hypothesis, the expected number
of signal events is estimated from the normalisation
factor. Signal events are distributed in bins according
to the invariant mass and BDT calibrations.
In each bin, the expected numbers of signal and

background events are computed and compared to
the number of observed candidates using CLs. The
expected and observed upper limits for the B0 ! µ+µ�

Table 2: Expected limits for the background only (bkg)
and background plus SM signal (bkg+SM) hypotheses, and
observed limits on the B0 ! µ+µ� branching fraction.

90% CL 95% CL

Exp. bkg 3.5⇥ 10�10 4.4⇥ 10�10

Exp. bkg+SM 4.5⇥ 10�10 5.4⇥ 10�10

Observed 6.3⇥ 10�10 7.4⇥ 10�10
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Figure 2: Invariant mass distribution of the selected B0
(s) !

µ+µ� candidates (black dots) with BDT > 0.7. The result
of the fit is overlaid (blue solid line) and the di↵erent
components detailed: B0

s ! µ+µ� (red long dashed line),
B0 ! µ+µ� (green medium dashed line), combinatorial
background (blue medium dashed line), B0

(s) ! h+h0�

(magenta dotted line), B0(+) ! ⇡0(+)µ+µ� (light blue dot-
dashed line), B0 ! ⇡�µ+⌫µ and B0

s ! K�µ+⌫µ (black
dot-dashed line).

with a significance of 4.0 standard deviations (�), while
the significance of the B0 ! µ+µ� signal is 2.0�.
These significances are determined from the change
in likelihood from fits with and without the signal
component. The median significance expected for a
SM B0

s ! µ+µ� signal is 5.0�.
The simultaneous unbinned maximum-likelihood fit

results in

B(B0
s ! µ+µ�)= (2.9+1.1

�1.0(stat)
+0.3
�0.1(syst))⇥ 10�9 ,

B(B0 ! µ+µ�)= (3.7+2.4
�2.1(stat)

+0.6
�0.4(syst))⇥ 10�10 .

The statistical uncertainty is derived by repeating
the fit after fixing all the fit parameters, except the
B0

s ! µ+µ� and B0 ! µ+µ� branching fractions
and the slope and normalisation of the combinatorial
background, to their expected values. The systematic
uncertainty is obtained by subtracting in quadrature
the statistical uncertainty from the total uncertainty
obtained from the likelihood with all nuisance param-
eters allowed to vary according to their uncertainties.
Additional systematic uncertainties reflect the impact
on the result of changes in the parametrisation of the
background by including the ⇤0

b ! pµ�⌫̄µ component
and by varying the mass shapes of backgrounds from
b-hadron decays, and are added in quadrature. The

correlation between the branching fractions parame-
ters of both decay modes is +3.3%. The values of the
B0

(s) ! µ+µ� branching fractions obtained from the fit
are in agreement with the SM expectations. The invari-
ant mass distribution of the B0

(s) ! µ+µ� candidates
with BDT > 0.7 is shown in Fig. 2.

As no significant excess of B0 ! µ+µ� events
is found, a modified frequentist approach, the CLs

method [38] is used, to set an upper limit on the
branching fraction. The method provides CLs+b, a
measure of the compatibility of the observed distribu-
tion with the signal plus background hypothesis, CLb,
a measure of the compatibility with the background-
only hypothesis, and CLs = CLs+b/CLb. A search
region is defined around the B0 invariant mass as
mB0 ± 60MeV/c2. For each BDT bin the invariant
mass signal region is divided into nine bins with bound-
aries mB0 ± 18, 30, 36, 48, 60MeV/c2, leading to a total
of 72 search bins.
An exponential function is fitted, in each BDT bin,

to the invariant mass sidebands. Even though they
do not contribute to the signal search window, the
b-hadron backgrounds are added as components in the
fit to account for their e↵ect on the combinatorial back-
ground estimate. The uncertainty on the expected
number of combinatorial background events per bin
is determined by applying a Poissonian fluctuation to
the number of events observed in the sidebands and by
varying the exponential slopes according to their uncer-
tainties. In each bin, the expectations for B0

s ! µ+µ�

decays assuming the SM branching fraction and for
B0

(s) ! h+h0� background are accounted for. For each
branching fraction hypothesis, the expected number
of signal events is estimated from the normalisation
factor. Signal events are distributed in bins according
to the invariant mass and BDT calibrations.
In each bin, the expected numbers of signal and

background events are computed and compared to
the number of observed candidates using CLs. The
expected and observed upper limits for the B0 ! µ+µ�

Table 2: Expected limits for the background only (bkg)
and background plus SM signal (bkg+SM) hypotheses, and
observed limits on the B0 ! µ+µ� branching fraction.

90% CL 95% CL

Exp. bkg 3.5⇥ 10�10 4.4⇥ 10�10

Exp. bkg+SM 4.5⇥ 10�10 5.4⇥ 10�10

Observed 6.3⇥ 10�10 7.4⇥ 10�10
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Figure 1: Mass distribution of the selected B0
(s) ! µ+µ� candidates (black dots) with BDT > 0.5.

The result of the fit is overlaid, and the di↵erent components are detailed.

of 4.6% and 10.9%, respectively. The dependence is approximately linear in the physically
allowed Aµ+µ�

�� range.
For the B0

s ! µ+µ� lifetime determination, the data are background-subtracted with
the sPlot technique [41], using a fit to the dimuon mass distribution to disentangle signal
and background components statistically. Subsequently, a fit to the signal decay-time
distribution is made with an exponential function multiplied by the acceptance function
of the detector. The B0

s candidates are selected using criteria similar to those applied
in the branching fraction analysis, the main di↵erences being a reduced dimuon mass
window, [5320, 6000]MeV/c2, and looser particle identification requirements on the muon
candidates. The former change allows the fit model for the B0

s ! µ+µ� signal to be
simplified by removing most of the B0 ! µ+µ� and exclusive background decays that
populate the lower dimuon mass region, while the latter increases the signal selection
e�ciency. Furthermore, instead of performing a fit in bins of BDT, a requirement of BDT
> 0.55 is imposed. All these changes minimise the statistical uncertainty on the measured
e↵ective lifetime. This selection results in a final sample of 42 candidates.

The mass fit includes the B0
s ! µ+µ� and combinatorial background components.

The parameterisations of the mass shapes are the same as used in the branching fraction
analysis. The correlation between the mass and the reconstructed decay time of the
selected candidates is less than 3%.

The variation of the trigger and selection e�ciency with decay time is corrected for in
the fit by introducing an acceptance function, determined from simulated signal events
that are weighted to match the properties of the events seen in data. The use of simulated
events to determine the decay-time acceptance function is validated by measuring the
e↵ective lifetime of B0 ! K+⇡� decays selected in data. The measured e↵ective lifetime
is 1.52 ± 0.03 ps, where the uncertainty is statistical only, consistent with the world
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s ! K�µ+⌫µ,

B+
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The correlation between the B0! µ+µ� and B0
s ! µ+µ�� branching fractions is �23%,183

while the correlations with B0
s ! µ+µ� are below 10%. The mass distribution of the184

B0
(s)! µ+µ� candidates with BDT > 0.5 is shown in Fig. 1, together with the fit result.185

An excess of B0
s ! µ+µ� candidates with respect to the expectation from background186

is observed with a significance of 10 standard deviations (�), while the significance of the187

B0! µ+µ� signal is 1.7 �, as determined using Wilks’ theorem [45] from the di↵erence188

in likelihood between fits with and without the specific signal component.189

Since the B0! µ+µ� and B0
s ! µ+µ�� signals are not significant, an upper limit on190

each branching fractions is set using the CLs method [46] with a profile likelihood ratio as191

a one-sided test statistic [47]. The likelihoods are computed with the nuisance parameters192

Gaussian-constrained to their nominal values. The test statistic is then evaluated on193

an ensemble of pseudo-experiments where the nuisance parameters are floated according194

to their uncertainties. The resulting upper limit on B(B0 ! µ+µ�) is 2.6⇥ 10�10 at195

95% CL, obtained without constraining the B0
s ! µ+µ�� yield. Similarly, the upper limit196

on B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 is evaluated to be 2.0⇥ 10�9 at 95% CL.197

The e�ciency of B0
s ! µ+µ� decays depends on the lifetime, introducing a model-198

dependence in the measured time-integrated branching fraction. In the fit the SM value199

for ⌧µ+µ� is assumed, corresponding to Aµµ
��s

= 1. The model dependence is evaluated200
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Figure 1: In the left-hand plot, the two-dimensional likelihood contours of the results for
the B0

s
! µ+µ� and B0 ! µ+µ� decays for the three experiments are shown together with

their combination. The dataset used was collected from 2011 to 2016. The red dashed line
represents the ATLAS experiment, the green dot-dashed line the CMS experiment, the
blue long-dashed line the LHCb experiment and the continuous line their combination.
For each experiment and for the combination, likelihood contours correspond to the values
of �2�lnL = 2.3, 6.2, and 11.8, respectively. In the right-hand plot, the combination
of the three experiments is shown with contours of di↵erent shades. Likelihood contours
correspond to the values of �2�lnL = 2.3, 6.2, 11.8, 19.3, and 30.2, represented in order
by darkest to less dark colour. In both plots, the red point shows the SM predictions
with their uncertainties. The published results from the three experiments are detailed
in Ref. [1–3].

account. The resulting curve is shown in Fig. 3. The value of the ratio is determined to
be

R = 0.021+0.030
�0.025 (13)

and its upper limit at 90% (95)% CL isR < 0.052 (0.060). The upper limit is computed in
the same manner as for B(B0 ! µ+µ�), by integrating the likelihood only in the positive
region.

The CMS and LHCb experiments also measured the e↵ective lifetime of the observed
B0

s
! µ+µ� candidates. The LHCb B0

s
! µ+µ� e↵ective lifetime is measured from a

fit to the background-subtracted decay-time distribution of signal candidates. The CMS
measurement is determined with a two-dimensional likelihood fit to the proper decay
time and dimuon invariant mass; the model introduced in the likelihood fit adopts the
per-event decay time resolution as a conditional parameter in the resolution model. For
both experiments, the measurement is fully dominated by its statistical uncertainty, hence
the two results are uncorrelated. Two variable-width Gaussian likelihoods are used to
describe the CMS and LHCb original likelihoods and the value of �2�lnL obtained from
these functions (shown in Fig. 4) is then minimised to obtain the combined value and the

6
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  Relative production of Bs
0 wrt B0 mesons, fs/fd :  

Ø  updated average recently! 
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Figure 17: A 2 dimensional representation of the branching fraction measurements for B0
s ! µ+µ�

and B0! µ+µ�. The Standard Model value is shown as the red cross labelled SM. The central
value from the branching fraction measurement is indicated with the blue dot. The profile
likelihood contours for 68%, 95% CL, etc. intervals for the result presented in this letter are
shown as blue contours, while the yellow contours indicate the previous measurement [12].

16

LHCb coll., arXiv:2103.06810 

(2.72 ± 0.14) ⇥ 10�3. Using this value, the branching fraction of B0
s ! D�

s ⇡
+ decays is

measured to be

B(B0
s ! D�

s ⇡
+) = (3.20± 0.10± 0.16)⇥ 10�3 ,

where the first uncertainty is due to the total experimental uncertainties on the yield ratios
and the uncertainties from external parameters and the second is due to the B0! D�⇡+

branching fraction. This result is in agreement with and significantly more precise than
the previous LHCb measurement [20], B(B0

s ! D�
s ⇡

+) = (2.95± 0.05± 0.17+0.18
� 0.22)⇥ 10�3,

where the uncertainties are again statistical, systematic and due to fs/fd, and the PDG
average, (3.00± 0.23)⇥ 10�3, which is dominated by the latter.

Reference pT spectra, needed to calculate the integrated fs/fd ratios, are obtained
by generating B0

s and B0 mesons in the fiducial acceptance, without any simulation of
the detector. The average pT for these spectra are very similar for B0

s and B0 mesons;
they are is 4.80, 4.85 and 5.10GeV/c for the

p
s = 7, 8 and 13TeV generated samples,

respectively, with a standard deviation of about 2.8GeV/c at all energies. The following
integrated fs/fd values for pT 2 [0.5, 40]GeV/c and ⌘ 2 [2, 6.4] are measured

fs/fd (7TeV) = 0.2390± 0.0076 ,

fs/fd (8TeV) = 0.2385± 0.0075 ,

fs/fd (13TeV) = 0.2539± 0.0079 ,

which are shown in Fig. 3. Ratios of the integrated values at di↵erent energies have also
been calculated, incorporating correlations between the uncertainties, yielding

fs/fd (13TeV)

fs/fd (7TeV)
= 1.064± 0.008 ,

fs/fd (13TeV)

fs/fd (8TeV)
= 1.065± 0.007 ,

fs/fd (8TeV)

fs/fd (7TeV)
= 0.998± 0.008 ,

which can be used to correctly normalise future analyses using data at di↵erent energies.
These values are calculated assuming an equal average pT of 5 GeV/c for the di↵erent
energies, however, it has been verified that varying this assumption does not modify the
results significantly. In addition, the ratio of the Run 2 (13TeV) over Run 1 (7 and
8TeV) measurements has been computed, weighting the Run 1 values by their integrated
luminosity (1 and 2 fb�1, respectively), resulting in

fs/fd (Run 2)

fs/fd (Run 1)
= 1.064± 0.007 .

Using the results for the integrated fs/fd, B(B0
s ! J/ �) and B(B0

s ! D�
s ⇡

+), previous
LHCb measurements of B0

s branching fractions are updated by scaling these with either
fs/fd and a B0 or B+ branching fraction, or with the associated normalisation B0

s

branching fraction. The B0 and B+ normalisation branching fractions are updated using
the current PDG world averages [7], corrected for the relative production fraction of
B+ and B0 mesons at the B Factories [49]. The sole exception is B(B0! J/ K⇤0), for

9
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to (30). In Fig. 2, we illustrate the situation in the ob-
servable space of the R–A�� plane. It will be interesting
to complement these model-independent considerations
with a scan of popular specific NP models.

Let us finally note that the formalism discussed above
can also straightforwardly be applied to Bs(d) ! ⌧

+
⌧
�

decays where the polarizations of the ⌧ leptons can be

inferred from their decay products [10]. This would allow
an analysis of (13), where non-vanishing C� observables
would unambiguously signal the presence of the scalar S
term. Unfortunately, these measurements are currently
out of reach from the experimental point of view.

VI. CONCLUSIONS

The recently established width di↵erence ��s implies
that the theoretical B0

s ! µ
+
µ
� branching ratio in (1)

has to be rescaled by 1/(1� ys) for the comparison with
the experimental branching ratio, giving the SM refer-
ence value of (3.5± 0.2)⇥ 10�9. The possibility of NP in
the decay introduces an additional relative uncertainty
of ±9% originating from A�� 2 [�1,+1].
The e↵ective Bs ! µ

+
µ
� lifetime ⌧µ+µ� o↵ers a new

observable. On the one hand, it allows us to take into
account the Bs width di↵erence in the comparison be-
tween theory and experiments. On the other hand, it
also provides a new, theoretically clean probe of NP. In
particular, ⌧µ+µ� may reveal large NP e↵ects, especially
those related to (pseudo-)scalar `

+
`
� densities of four-

fermion operators originating from the physics beyond
the SM, even in the case that the B0

s ! µ
+
µ
� branching

ratio is close to the SM prediction.
The determination of ⌧µ+µ� appears feasible with the

large data samples that will be collected in the high-
luminosity running of the LHC with upgraded experi-
ments and should be further investigated, as this mea-
surement would open a new era for the exploration of
Bs ! µ

+
µ
� at the LHC, which may eventually allow

the resolution of NP contributions to one of the rarest
weak decay processes that Nature has to o↵er.
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Figure 2: The dimuon invariant mass distributions with the fit models used to perform the
background subtraction superimposed (top row) and the background-subtracted decay time
distributions with the fit model used to determine the B0

s ! µ+µ� e↵ective lifetime superimposed
(bottom row). The distributions in the low and high BDT bins are shown in the left and right
columns respectively.

with the fit function superimposed [44]. The e↵ective lifetime is found to be 2.07± 0.29±248

0.03 ps, where the first uncertainty is statistical and the second systematic. This value lies249

outside the physical range and is consistent with both the heavy and light mass eigenstate250

lifetimes at 1.5 and 2.2 standard deviations respectively.251

To summarise, an improved measurement of the rare decay B0
s ! µ+µ� and a search for252

B0! µ+µ� and B0
s ! µ+µ�� decays has been performed in pp collision data corresponding253

to a total integrated luminosity of 9.0 fb�1. The data lead to a time-integrated B0
s ! µ+µ�

254

branching fraction measurement of
�
3.09+0.48

� 0.45

�
⇥ 10�9 under the Aµµ

��s
= 1 hypothesis,255

and to an improved measurement of the B0
s ! µ+µ� e↵ective lifetime, 2.07±0.29±0.03 ps.256

No evidence for B0 ! µ+µ� and B0
s ! µ+µ�� signals is found, and the upper limits257

B(B0! µ+µ�) < 2.6⇥ 10�10 and B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥ 10�9 at 95% CL258

are set. The results are in agreement with the SM predictions and further constrain259

possible New Physics contributions to these observables.260
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Abstract

An improved measurement of the rare decay B0
s ! µ+µ� and searches for the

decays B0! µ+µ� and B0
s ! µ+µ�� are performed at the LHCb experiment using

data collected in pp collisions at
p
s = 7TeV, 8TeV and 13TeV, corresponding

to integrated luminosities of 1.0 fb�1, 2.0 fb�1 and 5.7 fb�1, respectively. The
branching fraction B(B0

s ! µ+µ�) =
�
3.09+0.46+0.15

� 0.43� 0.11

�
⇥ 10�9 and the e↵ective

lifetime ⌧(B0
s ! µ+µ�) = 2.07 ± 0.29 ± 0.03 ps are measured, where the first

uncertainty is statistical and the second one systematic. No significant signal
for B0 ! µ+µ� and B0

s ! µ+µ�� events is found and the upper limits B(B0 !
µ+µ�) < 2.6⇥10�10 and B(B0

s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥10�9 at the 95% CL
are determined. All results are in agreement with the Standard Model expectations.
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FCNC: B0 →K*0µµ  
  Similar loop diagram! 

 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 
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B0→K*0µ+µ- 

  Similar loop diagram! 
 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

 
 
  For example,  

–  asymmetry of red and blue: 
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Figure 8: The optimised angular observables in bins of q2, determined from a maximum likelihood
fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].
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  Similar loop diagram! 
 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

  Debate on SM calculation 
–  Non-perturbative “charm loop” effects? 
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [70, 71].

q2 [72, 73] to yield more precise determinations of the form factors over the full q2 range.

For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �

7
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  Recently, the charged B+ 
confirmed the same trend: 
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For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �
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Figure 2: The CP -averaged observables (left) P2 and (right) P 0
5 in intervals of q2. The first

(second) error bars represent the statistical (total) uncertainties. The theoretical predictions in
blue are based on Ref. [76] with hadronic form factors taken from Refs. [77–79] and are obtained
with the Flavio software package [83] (version 2.0.0). The theoretical predictions in orange are
based on Refs. [80,81] with hadronic form factors from Ref. [82]. The grey bands indicate the
regions of excluded �(1020), J/ and  (2S) resonances.

varied and the handling of the SM nuisance parameters.
In summary, using the complete pp data set collected with the LHCb experiment

in Runs 1 and 2, the full set of angular observables for the decay B+ ! K⇤+µ+µ� is
measured for the first time. The results confirm the global tension with respect to the SM
predictions previously reported in the decay B0! K⇤0µ+µ�.
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Decay rates: b→sll 

  Study same process with 
different hadrons: 
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Decay rates: b→sll 

  Decay rate is consistently low: 
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.

q2 bin (GeV2/c4) dB/dq2 ⇥ 10�7 (c4/GeV2)

0.10 < q2 < 0.98 1.016+0.067
�0.073 ± 0.029± 0.069

1.1 < q2 < 2.5 0.326+0.032
�0.031 ± 0.010± 0.022

2.5 < q2 < 4.0 0.334+0.031
�0.033 ± 0.009± 0.023

4.0 < q2 < 6.0 0.354+0.027
�0.026 ± 0.009± 0.024

6.0 < q2 < 8.0 0.429+0.028
�0.027 ± 0.010± 0.029

11.0 < q2 < 12.5 0.487+0.031
�0.032 ± 0.012± 0.033

15.0 < q2 < 17.0 0.534+0.027
�0.037 ± 0.020± 0.036

17.0 < q2 < 19.0 0.355+0.027
�0.022 ± 0.017± 0.024

1.1 < q2 < 6.0 0.342+0.017
�0.017 ± 0.009± 0.023

15.0 < q2 < 19.0 0.436+0.018
�0.019 ± 0.007± 0.030
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Decay rates: b→sll 

  Decay rate is consistently low: 
–  3.6 (1.8) σ  below LCSR+Lattice (LCSR) 
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arXiv:1506.08777 

Table 1: Di↵erential dB(B0
s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in bins of q2. The uncertainties are, in order, statistical, systematic, and
due to the uncertainty on the branching fraction of the normalization mode.

q2 bin [GeV2/c4] dB(B0
s!�µ+µ�)

B(B0
s!J/ �)dq2 [⇥10�5GeV�2c4] dB(B0

s!�µ+µ�)
dq2 [⇥10�8GeV�2c4]

0.1–0.98 7.61± 0.52± 0.12 7.74± 0.53± 0.12± 0.37

1.1–2.5 3.09± 0.29± 0.07 3.15± 0.29± 0.07± 0.15

2.5–4.0 2.30± 0.25± 0.05 2.34± 0.26± 0.05± 0.11

4.0–6.0 3.05± 0.24± 0.06 3.11± 0.24± 0.06± 0.15

6.0–8.0 3.10± 0.23± 0.06 3.15± 0.24± 0.06± 0.15

11.0–12.5 4.69± 0.30± 0.07 4.78± 0.30± 0.08± 0.23

15.0–17.0 5.15± 0.28± 0.10 5.25± 0.29± 0.10± 0.25

17.0–19.0 4.12± 0.29± 0.12 4.19± 0.29± 0.12± 0.20

1.1–6.0 2.83± 0.15± 0.05 2.88± 0.15± 0.05± 0.14

15.0–19.0 4.55± 0.20± 0.11 4.63± 0.20± 0.11± 0.22
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [32, 34, 35] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb Run 1 analysis [1, 30] are shown with gray markers.

relative to the B0
s ! J/ � normalization mode, according to120

B(B0
s ! f 0

2µ
+µ�)

B(B0
s ! J/ �)

= B(J/ ! µ+µ�)⇥ B(�! K+K�)

B(f 0
2! K+K�)

⇥
Nf 0

2µ
+µ�

NJ/ �
⇥

✏J/ �
✏f 0

2µ
+µ�

, (2)

where the branching fraction ratio B(�! K+K�)/B(f 0
2! K+K�) = 1.123± 0.030 [26] is121

used. To separate the f 0
2 signal from S- and P-wave contributions to the wide m(K+K�)122

mass window, a two-dimensional fit to the m(K+K�µ+µ�) and m(K+K�) distributions123

is performed. The B0
s ! f 0

2µ
+µ� signal decay is modeled in m(K+K�µ+µ�) using the124

sum of two Gaussian functions with a power-law tail towards upper and lower mass and in125

m(K+K�) using a relativistic spin-2 Breit–Wigner function. The model parameters are126
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Outline 

  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
–  LFNU: bàsll and bàclν 

 
  What are the interpretations? 
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Effective couplings 
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•  Both are correct, depending on the energy scale you consider 

  Historical example 



Effective couplings 
  Historical example 
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•  Analog: Flavour-changing neutral current 



Effective couplings 
  Effective coupling can be of various “kinds” 

–  Vector coupling 
–  Axial coupling 
–  Left-handed coupling (V-A) 
–  Right-handed (to quarks) 
–  … 
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Furthermore, in inclusive semi–leptonic decays of heavy quarks QCD corrections resulting

from real gluon emission can be calculated perturbatively. These issues are discussed by

Neubert in a separate chapter in this book.

The non–leptonic decays such as K → ππ or B → DK are more complicated to

analyze and to calculate because the factorization of a given matrix element of a four–

fermion operator into the product of current matrix elements is no longer true. Indeed

now the gluons can connect the two quark currents (fig. 10c), and in addition the diagrams

of fig. 10d contribute. The breakdown of factorization in non–leptonic decays is present

both at short and long distances simply because the effects of strong interactions are

felt both at large and small momenta. At large momenta, however, the QCD coupling

constant is small and the non–factorizable contributions can be studied in perturbation

theory. In order to accomplish this task, one has to separate first short distance effects

from long distance effects. This is most elegantly done by means of the operator product

expansion approach (OPE) combined with the renormalization group. In order to discuss

these methods we have to say a few words about the effective field theory picture which

underlies our discussion presented so far.

2.5.2 Effective Field Theory Picture

The basic framework for weak decays of hadrons containing u, d, s, c and b quarks is the

effective field theory relevant for scales µ ≪ MW ,MZ ,mt. This framework, as we have

seen above, brings in local operators which govern “effectively” the transitions in question.

From the point of view of the decaying hadrons containing the lightest five quarks this is

the only correct picture we know and also the most efficient one for studying the presence

of QCD. Furthermore it represents the generalization of the Fermi theory as formulated

by Sudarshan and Marshak [21] and Feynman and Gell-Mann [22] forty years ago.

Indeed the simplest effective Hamiltonian without QCD effects that one would find

from the first diagram of fig. 11 is (see (2.14))

H0
eff =

GF√
2
VcbV

∗
cs(c̄b)V −A(s̄c)V −A , (2.51)

where GF is the Fermi constant, Vij are the relevant CKM factors and

(c̄b)V −A(s̄c)V −A ≡ (c̄γµ(1 − γ5)b)(s̄γµ(1 − γ5)c) = Q2 (2.52)

is a (V −A) · (V −A) current-current local operator usually denoted by Q2. The situation

in the Standard Model is, however, more complicated because of the presence of additional

interactions which effectively generate new operators. These are in particular the gluon,

photon and Z0-boson exchanges and internal top contributions as we have seen above.

Some of the elementary interactions of this type are shown this time for B decays in fig. 11.

Consequently the relevant effective Hamiltonian for B-meson decays involves generally

several operators Qi with various colour and Dirac structures which are different from Q2.

Moreover each operator is multiplied by a calculable coefficient Ci(µ):

Heff =
GF√

2
VCKM

∑

i

Ci(µ)Qi, (2.53)

20



Effective couplings 
  Effective coupling can be of various “kinds” 

–  Vector coupling:   C9 

–  Axial coupling:   C10 

–  Left-handed coupling (V-A): C9-C10 

–  Right-handed (to quarks):  C9’, C10’, … 
–  … 
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See e.g. Buras & Fleischer, hep-ph/9704376 

From Buras & Fleischer, hep-ph/9704376 

Furthermore, in inclusive semi–leptonic decays of heavy quarks QCD corrections resulting

from real gluon emission can be calculated perturbatively. These issues are discussed by

Neubert in a separate chapter in this book.

The non–leptonic decays such as K → ππ or B → DK are more complicated to

analyze and to calculate because the factorization of a given matrix element of a four–

fermion operator into the product of current matrix elements is no longer true. Indeed

now the gluons can connect the two quark currents (fig. 10c), and in addition the diagrams

of fig. 10d contribute. The breakdown of factorization in non–leptonic decays is present

both at short and long distances simply because the effects of strong interactions are

felt both at large and small momenta. At large momenta, however, the QCD coupling

constant is small and the non–factorizable contributions can be studied in perturbation

theory. In order to accomplish this task, one has to separate first short distance effects

from long distance effects. This is most elegantly done by means of the operator product

expansion approach (OPE) combined with the renormalization group. In order to discuss

these methods we have to say a few words about the effective field theory picture which

underlies our discussion presented so far.

2.5.2 Effective Field Theory Picture

The basic framework for weak decays of hadrons containing u, d, s, c and b quarks is the

effective field theory relevant for scales µ ≪ MW ,MZ ,mt. This framework, as we have

seen above, brings in local operators which govern “effectively” the transitions in question.

From the point of view of the decaying hadrons containing the lightest five quarks this is

the only correct picture we know and also the most efficient one for studying the presence

of QCD. Furthermore it represents the generalization of the Fermi theory as formulated

by Sudarshan and Marshak [21] and Feynman and Gell-Mann [22] forty years ago.

Indeed the simplest effective Hamiltonian without QCD effects that one would find

from the first diagram of fig. 11 is (see (2.14))

H0
eff =

GF√
2
VcbV

∗
cs(c̄b)V −A(s̄c)V −A , (2.51)

where GF is the Fermi constant, Vij are the relevant CKM factors and

(c̄b)V −A(s̄c)V −A ≡ (c̄γµ(1 − γ5)b)(s̄γµ(1 − γ5)c) = Q2 (2.52)

is a (V −A) · (V −A) current-current local operator usually denoted by Q2. The situation

in the Standard Model is, however, more complicated because of the presence of additional

interactions which effectively generate new operators. These are in particular the gluon,

photon and Z0-boson exchanges and internal top contributions as we have seen above.

Some of the elementary interactions of this type are shown this time for B decays in fig. 11.

Consequently the relevant effective Hamiltonian for B-meson decays involves generally

several operators Qi with various colour and Dirac structures which are different from Q2.

Moreover each operator is multiplied by a calculable coefficient Ci(µ):

Heff =
GF√

2
VCKM

∑

i

Ci(µ)Qi, (2.53)
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Model independent fits to b→sll processes 
  C9

NP deviates from 0 by >4σ  
  Independent fits by more groups 

§  C9
NP=-1       or 

§  C9
NP=-C10

NP 

  Caveat: debate on charm-loop effects… 
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Figure 14: The ��2 distribution for the real part of the generalised vector-coupling strength, C9.
This is determined from a fit to the results of the maximum likelihood fit of the CP -averaged
observables. The SM central value is Re(CSM

9 ) = 4.27 [11], the best fit point is found to be at
�Re(C9) = �1.04± 0.25.
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Figure 7: For 4 favoured scenarios, we show the 3 � regions allowed by branching ratios

only (dashed green), by angular observables only (long-dashed blue) and by considering

both (red, with 1,2,3 � contours, corresponding to 68.3%, 95.5% and 99.7% confidence

levels). Each constraint corresponding to a subset of data includes also the inclusive and

b ! s� data.

giving RK = 1 by construction,

• (CNP

9
= CNP

10
, CNP

90 = CNP

100 ), disfavoured by the data on Bs ! µµ, which prefer a SM

value for C10, leading to a tension with the value of CNP

9
needed for B ! K⇤µµ

• (CNP

9
= �CNP

10
, CNP

90 = �CNP

100 ) and (CNP

9
= CNP

90 , CNP

10
= CNP

100 ) which could be interesting
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SM 

PullSM p-val 
SM (χ2/ndof=110/96)               16% 
C9

NP=-1.11         : 4.5σ   62% 
C9

NP=-C10
NP=-0.7: 4.1σ   55% 

PullSM  p-val    +ee 
SM (χ2/ndof=117/88)              2.1% 0.9%      
C9

NP=-1.07         : 3.7σ 11.3%  4.3σ 
C9

NP=-C10
NP=-0.5: 3.1σ   7.1%  3.9σ 



B+→K+µ+µ- in detail 

  Contributions from bàsll  
–  B+!K+µ+µ-  

  Contributions from bàscc 
–  e.g. B+!K+φ, B+!K+J/ψ, B+!K+ψ(2S), … 

  Understand interference 
–  Positive or negative?  
–  More general: phase difference? 
Ø  ±900 

Ø  Small interference 
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Figure 1: Reconstructed K+µ+µ� mass of the selected B+! K+µ+µ� candidates. The fit to
the data is described in the text.

the decay. The coe�cient C9 corresponds to the coupling strength of the vector current
operator, C10 to the axial-vector current operator and C7 to the electromagnetic dipole
operator. The operator definitions and the numerical values of the Wilson coe�cients
in the SM can be found in Ref. [41]. Right-handed Wilson coe�cients, conventionally
denoted C 0

i, are suppressed in the SM and are ignored in this analysis. The Wilson
coe�cients C9 and C10 are assumed to be real. This implicitly assumes that there is no
weak phase associated with the short-distance contribution. In general, CP -violating
e↵ects are expected to be small across the mµµ range with the exception of the region
around the ⇢ and ! resonances, which enter with di↵erent strong and weak phases [42].
The small size of the CP asymmetry between B� and B+ decays is confirmed in Ref. [43].
In the present analysis, there is no sensitivity to CP -violating e↵ects at low masses and
therefore the phases of the resonances are taken to be the same for B+ and B� decays
throughout.

Vector resonances, which produce dimuon pairs via a virtual photon, mimic a contri-
bution to C9. These long-distance hadronic contributions to the B+! K+µ+µ� decay are
taken into account by introducing an e↵ective Wilson coe�cient in place of C9 in Eq. 1,

Ce↵
9 = C9 + Y (q2), (2)

where the term Y (q2) describes the sum of resonant and continuum hadronic states
appearing in the dimuon mass spectrum. In this analysis Y (q2) is replaced by the sum of
vector meson resonances j such that

Ce↵
9 = C9 +

X

j

⌘je
i�jAres

j (q2), (3)

where ⌘j is the magnitude of the resonance amplitude and �j its phase relative to C9.
These phase di↵erences are one of the main results of this paper. The q2 dependence of
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Figure 3: Fits to the dimuon mass distribution for the four di↵erent phase combinations that
describe the data equally well. The plots show cases where the J/ and  (2S) phases are
both negative (top left); the J/ phase is positive and the  (2S) phase is negative (top right);
the J/ phase is negative and the  (2S) phase is positive (bottom left); and both phases are
positive (bottom right). The component labelled interference refers to the interference between
the short- and long-distance contributions to the decay. The �2 value of the four solutions is
almost identical, with a value of 110 for 78 degrees of freedom.

can be obtained by mirroring in the axes. The branching fraction of the short-distance
component provides a good constraint on the sum of |C9|2 and |C10|2 (see Eq. 1). This
gives rise to the annular shape in the likelihood profile in Fig. 4. In addition, there is
a modest ability for the fit to di↵erentiate between C9 and C10 through the interference
of the C9 component with the resonances. The visible interference pattern excludes very
small values of |C9|. Overall, the correlation between C9 and C10 is approximately 90%.
The best-fit point for the Wilson coe�cients (in a given quadrant of the C9 and C10
plane) and the corresponding B+ ! K+µ+µ� branching fraction are the same for the
four combinations of the J/ and  (2S) phases. Including statistical and systematic
uncertainties, the fit results deviate from the SM prediction at the level of 3.0 standard
deviations. The uncertainty is dominated by the precision of the form factors. The best-fit
point prefers a value of |C10| that is smaller than |CSM

10 | and a value of |C9| that is larger
than |CSM

9 |. However, if C10 is fixed to its SM value, the fit prefers |C9| < |CSM
9 |. This

10

Table 2: Parameters describing the e�ciency to trigger, reconstruct and select simulated
B+! K+µ+µ� decays as a function of mµµ.

"0 "1 "2 "3 "4 "5 "6
Value 0.9262 0.1279 �0.0532 �0.1857 �0.1269 �0.0205 �0.0229

Uncertainty 0.0036 0.0080 0.0116 0.0131 0.0155 0.0138 0.0148

Correlation "0 "1 "2 "3 "4 "5 "6
"0 1.000 �0.340 0.605 �0.208 0.432 �0.132 0.298
"1 1.000 �0.345 0.635 �0.207 0.411 �0.094
"2 1.000 �0.352 0.684 �0.224 0.455
"3 1.000 �0.344 0.608 �0.154
"4 1.000 �0.344 0.619
"5 1.000 �0.259
"6 1.000

from B+! ⇡+µ+µ� decays, where the pion is mistakenly identified as a kaon, is taken
from simulated events.

6 Results

The dimuon mass distributions and the projections of the fit to the data are shown in
Fig. 3. Four solutions are obtained with almost equal likelihood values, which correspond
to ambiguities in the signs of the J/ and  (2S) phases. The values of the phases and
branching fractions of the vector meson resonances are listed in Table 3. The posterior
values for the f+ form factor are reported in Table 4. A �2 test between the data and the
model, with the binning scheme used in Fig. 3, results in a �2 of 110 with 78 degrees of
freedom. The largest disagreements between the data and the model are localised in the
mµµ region close to the J/ pole mass and around 1.8GeV/c2. The latter is discussed in
Sec. 7.

The branching fraction of the short-distance component of the B+! K+µ+µ� decay
can be calculated by integrating Eq. 1 after setting the amplitudes of the resonances to
zero. This gives

B(B+! K+µ+µ�) = (4.37± 0.15 (stat)± 0.23 (syst))⇥ 10�7 ,

where the statistical uncertainty includes the uncertainty on the form-factor predictions.
The systematic uncertainty on the branching fraction is discussed in Sec. 7. This mea-
surement is compatible with the branching fraction reported in Ref. [22]. The two results
are based on the same data and therefore should not be used together in global fits. The
branching fraction reported in Ref. [22] is based on a binned measurement in q2 regions
away from the narrow resonances (�, J/ and  (2S)) and then extrapolated to the full
q2 range. The contribution from the broad resonances was thus included in that result.

A two-dimensional likelihood profile of C9 and C10 is also obtained as shown in Fig. 4.
The intervals correspond to �2 probabilities assuming two degrees of freedom. Only the
quadrant with C9 and C10 values around the SM prediction is shown. The other quadrants
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Table 3: Branching fractions and phases for each resonance in the fit for the four solutions of
the J/ and  (2S) phases. Both statistical and systematic contributions are included in the
uncertainties. There is a common systematic uncertainty of 4.5%, dominated by the uncertainty
on the B+ ! J/ K+ branching fraction, which provides the normalisation for all measurements.

J/ negative/ (2S) negative J/ negative/ (2S) positive
Resonance Phase [rad] Branching fraction Phase [rad] Branching fraction

⇢(770) �0.35± 0.54 (1.71± 0.25)⇥ 10�10 �0.30± 0.54 (1.71± 0.25)⇥ 10�10

!(782) 0.26± 0.39 (4.93± 0.59)⇥ 10�10 0.30± 0.38 (4.93± 0.58)⇥ 10�10

�(1020) 0.47± 0.39 (2.53± 0.26)⇥ 10�9 0.51± 0.37 (2.53± 0.26)⇥ 10�9

J/ �1.66± 0.05 – �1.50± 0.05 –
 (2S) �1.93± 0.10 (4.64± 0.20)⇥ 10�6 2.08± 0.11 (4.69± 0.20)⇥ 10�6

 (3770) �2.13± 0.42 (1.38± 0.54)⇥ 10�9 �2.89± 0.19 (1.67± 0.61)⇥ 10�9

 (4040) �2.52± 0.66 (4.17± 2.72)⇥ 10�10 �2.69± 0.52 (4.25± 2.83)⇥ 10�10

 (4160) �1.90± 0.64 (2.61± 0.84)⇥ 10�9 �2.13± 0.33 (2.67± 0.85)⇥ 10�9

 (4415) �2.52± 0.36 (6.04± 3.93)⇥ 10�10 �2.43± 0.43 (7.10± 4.48)⇥ 10�10

J/ positive/ (2S) negative J/ positive/ (2S) positive
Resonance Phase [rad] Branching fraction Phase [rad] Branching fraction

⇢(770) �0.26± 0.54 (1.71± 0.25)⇥ 10�10 �0.22± 0.54 (1.71± 0.25)⇥ 10�10

!(782) 0.35± 0.39 (4.93± 0.58)⇥ 10�10 0.38± 0.38 (4.93± 0.58)⇥ 10�10

�(1020) 0.58± 0.38 (2.53± 0.26)⇥ 10�9 0.62± 0.37 (2.52± 0.26)⇥ 10�9

J/ 1.47± 0.05 – 1.63± 0.05 –
 (2S) �2.21± 0.11 (4.63± 0.20)⇥ 10�6 1.80± 0.10 (4.68± 0.20)⇥ 10�6

 (3770) �2.40± 0.39 (1.39± 0.54)⇥ 10�9 �2.95± 0.14 (1.68± 0.61)⇥ 10�9

 (4040) �2.64± 0.50 (4.05± 2.76)⇥ 10�10 �2.75± 0.48 (4.30± 2.86)⇥ 10�10

 (4160) �2.11± 0.38 (2.62± 0.82)⇥ 10�9 �2.28± 0.24 (2.68± 0.81)⇥ 10�9

 (4415) �2.42± 0.46 (6.13± 3.98)⇥ 10�10 �2.31± 0.48 (7.12± 4.94)⇥ 10�10

is consistent with the results of global fits to b! s`+`� processes. Given the model
assumptions in this paper, the interference with the J/ meson is not able to explain the
low value of the branching fraction of the B+! K+µ+µ� decay while keeping the values
of C9 and C10 at their SM predictions.

7 Systematic uncertainties

Sources of systematic uncertainty are considered separately for the phase and branching
fraction measurements. In both cases, the largest systematic uncertainties are accounted
for in the statistical uncertainty as they are included as nuisance parameters in the fit.

Table 4: Coe�cients of the form factor f+(q2) as introduced in Eq. 8 with both prior (from
Ref. [40]) and posterior values shown.

Coe�cient Ref. [40] Fit result
b+0 0.466± 0.014 0.465± 0.013
b+1 �0.89± 0.13 �0.81± 0.05
b+2 �0.21± 0.55 0.03± 0.32
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  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
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B→Kµ+µ- 
  Similar loop diagram! 

  Measure ratio µ/e 
  SM expectation: RK=1 
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B0→K0*µ+µ- 
  Similar loop diagram! 

  Measure ratio µ/e 
  SM expectation: RK*=1 

Ø  Extra bin at low q2… 
§  q2~0 not helicity suppressed 

2.6 σ 
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Abstract

A test of lepton universality, performed by measuring the ratio of the branching
fractions of the B0 ! K⇤0µ+µ� and B0 ! K⇤0e+e� decays, RK⇤0 , is presented.
The K⇤0 meson is reconstructed in the final state K+⇡�, which is required to have
an invariant mass within 100MeV/c2 of the known K⇤(892)0 mass. The analysis
is performed using proton-proton collision data, corresponding to an integrated
luminosity of about 3 fb�1, collected by the LHCb experiment at centre-of-mass
energies of 7 and 8TeV. The ratio is measured in two regions of the dilepton
invariant mass squared, q2, to be

RK⇤0 =

(
0.66 + 0.11

� 0.07 (stat) ± 0.03 (syst) for 0.045 < q2 < 1.1 GeV2/c4 ,

0.69 + 0.11
� 0.07 (stat) ± 0.05 (syst) for 1.1 < q2 < 6.0 GeV2/c4 .

The corresponding 95.4% confidence level intervals are [0.52, 0.89] and [0.53, 0.94].
The results, which represent the most precise measurements of RK⇤0 to date, are
compatible with the Standard Model expectations at the level of 2.1–2.3 and 2.4–2.5
standard deviations in the two q2 regions, respectively.
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Table 5: Measured RK⇤0 ratios in the two q2 regions. The first uncertainties are statistical and
the second are systematic. About 50% of the systematic uncertainty is correlated between the
two q2 bins. The 95.4% and 99.7% confidence level (CL) intervals include both the statistical
and systematic uncertainties.

low-q2 central-q2

RK⇤0 0.66 + 0.11
� 0.07 ± 0.03 0.69 + 0.11

� 0.07 ± 0.05

95.4% CL [0.52, 0.89] [0.53, 0.94]

99.7% CL [0.45, 1.04] [0.46, 1.10]
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Figure 10: (left) Comparison of the LHCb RK⇤0 measurements with the SM theoretical predic-
tions: BIP [26] CDHMV [27–29], EOS [30, 31], flav.io [32–34] and JC [35]. The predictions are
displaced horizontally for presentation. (right) Comparison of the LHCb RK⇤0 measurements
with previous experimental results from the B factories [4, 5]. In the case of the B factories the
specific vetoes for charmonium resonances are not represented.

of 3 fb�1 of pp collisions, recorded by the LHCb experiment during 2011 and 2012, are
used. The RK⇤0 ratio is measured in two regions of the dilepton invariant mass squared
to be

RK⇤0 =

(
0.66 + 0.11

� 0.07 (stat) ± 0.03 (syst) for 0.045 < q
2

< 1.1 GeV2
/c

4
,

0.69 + 0.11
� 0.07 (stat) ± 0.05 (syst) for 1.1 < q

2
< 6.0 GeV2

/c
4
.

The corresponding 95.4% confidence level intervals are [0.52, 0.89] and [0.53, 0.94]. The
results, which represent the most precise measurements of RK⇤0 to date, are compatible
with the SM expectations [26–35] at 2.1–2.3 standard deviations for the low-q2 region
and 2.4–2.5 standard deviations for the central-q2 region, depending on the theoretical
prediction used.

Model-independent fits to the ensemble of FCNC data that allow for NP contribu-
tions [27–35] lead to predictions for RK⇤0 in the central-q2 region that are similar to the
value observed; smaller deviations are expected at low-q2. The larger data set currently
being accumulated by the LHCb collaboration will allow for more precise tests of these
predictions.

19
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   “non-universal” ? 



B+→K+µ+µ- 
  Similar loop diagram! 

  Measure ratio µ/e 
  SM expectation: RK=1 

Ø  Lepton flavour   
   “non-universal” ? 
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both

5

Fig. 2. The fit is of good quality and the value of RK is measured to be

RK(1.1 < q
2
< 6.0GeV2

/c
4) = 0.846 +0.042

� 0.039
+0.013
� 0.012 ,

where the first uncertainty is statistical and the second systematic. Combining the
uncertainties gives RK = 0.846 +0.044

� 0.041. This is the most precise measurement to date and is
consistent with the SM expectation, 1.00± 0.01 [3–7], at the level of 0.10% (3.1 standard
deviations), giving evidence for the violation of lepton universality in these decays. The
value of RK is found to be consistent in subsets of the data divided on the basis of
data-taking period, selection category and magnet polarity (see Methods). The profile-
likelihood is given in Methods. A comparison with previous measurements is shown in
Fig. 4.

The 3850±70 B
+
! K

+
µ
+
µ
� decay candidates that are observed are used to compute

the B
+
! K

+
µ
+
µ
� branching fraction as a function of q2. The results are consistent

between the di↵erent data-taking periods and with previous LHCb measurements [33].
The B

+
! K

+
e
+
e
� branching fraction is determined by combining the value of RK with

the value of dB(B+
! K

+
µ
+
µ
�)/dq2 in the region (1.1 < q

2
< 6.0GeV2

/c
4) [33], taking

into account correlated systematic uncertainties. This gives

dB(B+
! K

+
e
+
e
�)

dq2
(1.1 < q

2
< 6.0GeV2

/c
4) = (28.6 +1.5

� 1.4 ± 1.3)⇥ 10�9
c
4
/GeV2

.

The limited knowledge of the B+
! J/ K

+ branching fraction [2] gives rise to the dominant
systematic uncertainty. This is the most precise measurement of this quantity to date
and, given the large theoretical uncertainty on the predictions [7, 112], is consistent with
the SM.

A breaking of lepton universality would require an extension of the gauge structure of
the SM that gives rise to the known fundamental forces. It would therefore constitute a
significant evolution in our understanding and would challenge an inference based on a
wealth of experimental data in other processes. Confirmation of any beyond the SM e↵ect
will clearly require independent evidence from a wide range of sources.

Measurements of other RH observables with the full LHCb data set will provide further
information on the quark-level processes measured. In addition to a↵ecting the decay rates,
new physics can also alter how the decay products are distributed in phase space. An
angular analysis of the electron mode, where SM-like behaviour might be expected in the
light of the present results and those from b! sµ

+
µ
� decays, would allow the formation

of ratios between observable quantities other than branching fractions, enabling further
precise tests of lepton universality [13, 15, 27,115,116]. The hierarchical e↵ect needed to
explain the existing b! s`

+
`
� and b! c`

+
⌫` data, with the largest e↵ects observed in tau

modes, then muon modes, and little or no e↵ects in electron modes, suggests that studies
of b! s⌧

+
⌧
� transitions are also of great interest [117,118]. There are excellent prospects

for all of the above and further measurements with the much larger samples that will be
collected with the upgraded LHCb detector from 2022 and, in the longer term, with the
LHCb Upgrade II [119]. Other experiments should also be able to determine RH ratios,
with the Belle II experiment in particular expected to have competitive sensitivity [120].

In summary, in the dilepton mass-squared region 1.1 < q
2
< 6.0GeV2

/c
4, the ratio

of branching fractions for B+
! K

+
µ
+
µ
� and B

+
! K

+
e
+
e
� decays is measured to be

RK = 0.846 +0.044
� 0.041. This is the most precise measurement of this ratio to date and

7
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analysis.
The analysis strategy aims to reduce systematic uncertainties induced in modelling

the markedly di↵erent reconstruction of decays with muons in the final state, compared
to decays with electrons. These di↵erences arise due to the significant bremsstrahlung
radiation emitted by the electrons and the di↵erent detector subsystems that are used
to identify electron and muon candidates (see Methods). The major challenge of the
measurement is then correcting for the e�ciency of the selection requirements used to
isolate signal candidates and reduce background. In order to avoid unconscious bias, the
analysis procedure was developed and the cross-checks described below performed before
the result for RK was examined.

In addition to the process discussed above, the K
+
`
+
`
� final state is produced via

a B
+

! XqqK
+ decay, where Xqq is a bound state (meson) such as the J/ . The

J/ meson consists of a charm quark and antiquark, cc, and is produced resonantly at
q
2 = 9.59GeV2

/c
4. This ‘charmonium’ resonance subsequently decays into two leptons,

J/ ! `
+
`
�. The B

+
! J/ (! `

+
`
�)K+ decays are not suppressed and hence have a

branching fraction orders of magnitude larger than that of B+
! K

+
`
+
`
� decays. These

two processes are separated by applying a requirement on q
2. The 1.1 < q

2
< 6.0GeV2

/c
4

region used to select B
+
! K

+
`
+
`
� decays is chosen to reduce the pollution from the

J/ resonance and the high-q2 region that contains contributions from further excited
charmonium resonances, such as the  (2S) and  (3770) states, and from lighter ss

resonances, such as the �(1020) meson. In the remainder of this article, the notation
B

+
! K

+
`
+
`
� is used to denote only decays with 1.1 < q

2
< 6.0GeV2

/c
4, which are

referred to as nonresonant, whereas B+
! J/ (! `

+
`
�)K+ decays are denoted resonant.

To help overcome the challenge of modelling precisely the di↵erent electron and muon
reconstruction e�ciencies, the branching fractions of B+

! K
+
`
+
`
� decays are measured

relative to those of B+
! J/ K

+ decays [110]. Since the J/ ! `
+
`
� branching fractions

are known to respect lepton universality to within 0.4% [2,111], the RK ratio is determined
via the double ratio of branching fractions

RK =
B(B+

! K
+
µ
+
µ
�)

B(B+
! J/ (! µ

+
µ
�)K+)

�
B(B+

! K
+
e
+
e
�)

B(B+
! J/ (! e

+
e
�)K+)

. (2)

In this equation, each branching fraction can be replaced by the corresponding event yield
divided by the appropriate overall detection e�ciency (see Methods), as all other factors
needed to determine each branching fraction individually cancel out. The e�ciency of the
nonresonant B+

! K
+
e
+
e
� decay therefore needs to be known only relative to that of the

resonant B+
! J/ (! e

+
e
�)K+ decay, rather than relative to the B+

! K
+
µ
+
µ
� decay.

As the detector signature of each resonant decay is similar to that of its corresponding
nonresonant decay, systematic uncertainties that would otherwise dominate the calculation
of these e�ciencies are suppressed. The yields observed in these four decay modes and the
ratios of e�ciencies determined from simulated events then enable anRK measurement with
statistically dominated uncertainties. Percent-level control of the e�ciencies is verified with
a direct comparison of the B+

! J/ (! e
+
e
�)K+ and B

+
! J/ (! µ

+
µ
�)K+ branching

fractions in the ratio rJ/ = B(B+
! J/ (! µ

+
µ
�)K+)/B(B+

! J/ (! e
+
e
�)K+), as

detailed below.
Candidate B

+
! K

+
`
+
`
� decays are found by combining the reconstructed trajec-

tory (track) of a particle identified as a charged kaon, together with the tracks from a
pair of well-reconstructed oppositely charged particles identified as either electrons or
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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RK - Analysis 
  Event yields: 

 
rJ/ψ: control across phase space! <rJ/ψ>= 

    Rψ(2S):                                                                 =  

57 

where N(X) indicates the yield of decay mode X, which is obtained from a fit to the
invariant massm(K+

`
+
`
�) (ormJ/ (K+

`
+
`
�)) with a suitable requirement on q

2, and "(X)
is the e�ciency for selecting decay mode X. In order to take into account the correlation
between the selection e�ciencies, the m(K+

e
+
e
�) and m(K+

µ
+
µ
�) distributions of

nonresonant candidates in each of the di↵erent trigger categories and data-taking periods
are fitted simultaneously.

The mass-shape parameters are derived from the calibrated simulation. The four signal
modes are modelled by multiple Gaussian functions with power-law tails on both sides of
the peak [140,141] although the di↵ering detector response gives di↵erent shapes for the
electron and muon modes. The signal mass shapes of the electron modes are described
with the sum of three distributions, which model whether the ECAL energy deposit from
a bremsstrahlung photon was added to both, either, or neither of the e

± candidates. The
expected values from simulated events are used to constrain the fraction of signal decays
in each of these categories.

Data are used to correct the simulated K⇡ mass spectrum for B(0,+)
! K

+
⇡
(�,0)

e
+
e
�

and B
(0,+)

! J/ (! e
+
e
�)K+

⇡
(�,0) decays [142]. The calibrated simulation is used subse-

quently to obtain the m(K+
`
+
`
�) mass shape and relative fractions of these background

components. In order to accommodate possible lepton-universality violation in these
partially reconstructed processes, which are underpinned by the same b ! s quark-level
transitions as those of interest, the overall yield of such decays is left to vary freely in the
fit. The shape of the B

+
! J/ ⇡

+ background contribution is taken from simulation but
the size with respect to the B

+
! J/ K

+ mode is constrained using the known ratio of
the relevant branching fractions [2, 143] and e�ciencies.

In the fits to nonresonant B+
! K

+
e
+
e
� candidates, the mass shape of the background

from B
+
! J/ (! e

+
e
�)K+ decays with an emitted photon that is not reconstructed is

also taken from simulation and, adjusting for the relevant selection e�ciency, its yield is
constrained to the value from the fit to the resonant mode within its uncertainty. In all
fits, the combinatorial background is modelled with an exponential function with a freely
varying yield and shape.

The fits to the nonresonant (resonant) decay modes in di↵erent data-taking periods
and trigger categories are shown in Fig. 6 (Fig. 7). For the resonant modes the results
from independent fits to each period/category are shown. Conversely, the nonresonant
distributions show the projections from the simultaneous fit across data taking periods
and trigger categories that is used to obtain RK . The fitted yields for the resonant and
nonresonant decays are given in Table 2.

The profile likelihood for the fit to the nonresonant decays is shown in Fig. 8. The
likelihood is non-Gaussian in the region RK > 0.95 due to the comparatively low yield

Table 2: Yields of the nonresonant and resonant decay modes obtained from the fits to the data.

Decay mode Yield

B
+
! K

+
e
+
e
� 1 640± 70

B
+
! K

+
µ
+
µ
� 3 850± 70

B
+
! J/ (! e

+
e
�)K+ 743 300± 900

B
+
! J/ (! µ

+
µ
�)K+ 2 288 500± 1 500
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statistical and systematic e↵ects. The consistency of this ratio with unity demonstrates
control of the e�ciencies well in excess of that needed for the determination of RK . In the
measurement of the rJ/ ratio, the systematic uncertainty is dominated by the imperfect
modelling of the B

+ production kinematics and the modelling of selection requirements,
which have a negligible impact on the RK measurement. No significant trend is observed
in the di↵erential determination of rJ/ as a function of any considered variable. An
example distribution, with rJ/ determined as a function of B+ momentum component
transverse to the beam direction, pT, is shown in Fig. 3. Assuming the observed rJ/ 

variation in such distributions reflects genuine mismodelling of the e�ciencies, rather than
statistical fluctuations, and taking into account the spectrum of the relevant variables in
the nonresonant decay modes, a total shift on RK is computed for each of the variables
examined. In each case, the resulting variation is within the estimated systematic
uncertainty on RK . Similarly, double di↵erential computations of the rJ/ ratio also do
not show any trend and are consistent with the systematic uncertainties assigned on the
RK measurement.

In addition to B
+
! J/ K

+ decays, clear signals are observed from B
+
!  (2S)K+

decays. The double ratio of branching fractions, R (2S), defined by

R (2S) =
B(B+

!  (2S)(! µ
+
µ
�)K+)

B(B+
! J/ (! µ

+
µ
�)K+)

�
B(B+

!  (2S)(! e
+
e
�)K+)

B(B+
! J/ (! e

+
e
�)K+)

, (3)

provides an independent validation of the double-ratio analysis procedure and further
tests the control of the e�ciencies. This double ratio is expected to be close to unity [2]
and is determined to be 0.997 ± 0.011, where the uncertainty includes both statistical
and systematic e↵ects. This can be interpreted as a world-leading test of lepton flavour
universality in  (2S) ! `

+
`
� decays.

The fit projections for the m(K+
`
+
`
�) and mJ/ (K+

`
+
`
�) distributions are shown in
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Figure 3: Di↵erential rJ/ measurement. The distributions of (left) the B+ transverse momentum,
pT, and (right) the ratio rJ/ relative to its average value

⌦
rJ/ 

↵
as a function of pT. The

distribution from the B+
! J/ K+ decays is similar to that of the corresponding B+

! K+`+`�

decays such that the measurement of rJ/ tests the kinematic region relevant for the RK

measurement. The lack of any dependence of the value of rJ/ /
⌦
rJ/ 

↵
as a function of B+ pT

demonstrates control of the e�ciencies.
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Figure 9: Di↵erential rJ/ measurement. (Top) distributions of the reconstructed spectra of
(left) the angle between the leptons, and (right) the minimum pT of the leptons. (Bottom) the
single ratio rJ/ relative to its average value

⌦
rJ/ 

↵
as a function of these variables. In the

electron minimum pT spectra, the structure at 2800MeV/c is related to the trigger threshold.

other reconstructed quantities examined are compatible with the systematic uncertainties
assigned. In addition, rJ/ is computed in two-dimensional intervals of reconstructed
quantities, as shown in Fig. 10. Again, no significant trend is seen.

Systematic uncertainties

The majority of the sources of systematic uncertainty a↵ect the relative e�ciencies between
nonresonant and resonant decays. These are included in the fit to RK by allowing the
relative e�ciency to vary within Gaussian constraints. The width of the constraint
is determined by adding the contributions from the di↵erent sources in quadrature.
Correlations in the systematic uncertainties between di↵erent trigger categories and run
periods are taken into account. Systematic uncertainties a↵ecting the determination of
the signal yield are assessed using pseudoexperiments generated with variations of the fit
model. Pseudoexperiments are also used to assess the degree of bias originating from the
fitting procedure. The bias is found to be 1% of the statistical precision, i.e. negligible
with respect to other sources of systematic uncertainty.

For the nonresonant B+
! K

+
e
+
e
� decays, the systematic uncertainties are dominated

by the modelling of the signal and background components used in the fit. The e↵ect is at
the 1% level. A significant proportion (0.7%) of this uncertainty comes from the limited
knowledge of the K⇡ spectrum in B

(0,+)
! K

+
⇡
(�,0)

e
+
e
� decays. In addition, a 0.2%
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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statistical and systematic e↵ects. The consistency of this ratio with unity demonstrates
control of the e�ciencies well in excess of that needed for the determination of RK . In the
measurement of the rJ/ ratio, the systematic uncertainty is dominated by the imperfect
modelling of the B

+ production kinematics and the modelling of selection requirements,
which have a negligible impact on the RK measurement. No significant trend is observed
in the di↵erential determination of rJ/ as a function of any considered variable. An
example distribution, with rJ/ determined as a function of B+ momentum component
transverse to the beam direction, pT, is shown in Fig. 3. Assuming the observed rJ/ 

variation in such distributions reflects genuine mismodelling of the e�ciencies, rather than
statistical fluctuations, and taking into account the spectrum of the relevant variables in
the nonresonant decay modes, a total shift on RK is computed for each of the variables
examined. In each case, the resulting variation is within the estimated systematic
uncertainty on RK . Similarly, double di↵erential computations of the rJ/ ratio also do
not show any trend and are consistent with the systematic uncertainties assigned on the
RK measurement.

In addition to B
+
! J/ K

+ decays, clear signals are observed from B
+
!  (2S)K+

decays. The double ratio of branching fractions, R (2S), defined by

R (2S) =
B(B+

!  (2S)(! µ
+
µ
�)K+)

B(B+
! J/ (! µ

+
µ
�)K+)

�
B(B+

!  (2S)(! e
+
e
�)K+)

B(B+
! J/ (! e

+
e
�)K+)

, (3)

provides an independent validation of the double-ratio analysis procedure and further
tests the control of the e�ciencies. This double ratio is expected to be close to unity [2]
and is determined to be 0.997 ± 0.011, where the uncertainty includes both statistical
and systematic e↵ects. This can be interpreted as a world-leading test of lepton flavour
universality in  (2S) ! `

+
`
� decays.

The fit projections for the m(K+
`
+
`
�) and mJ/ (K+

`
+
`
�) distributions are shown in
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distribution from the B+
! J/ K+ decays is similar to that of the corresponding B+
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decays such that the measurement of rJ/ tests the kinematic region relevant for the RK

measurement. The lack of any dependence of the value of rJ/ /
⌦
rJ/ 

↵
as a function of B+ pT

demonstrates control of the e�ciencies.
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statistical and systematic e↵ects. The consistency of this ratio with unity demonstrates
control of the e�ciencies well in excess of that needed for the determination of RK . In the
measurement of the rJ/ ratio, the systematic uncertainty is dominated by the imperfect
modelling of the B

+ production kinematics and the modelling of selection requirements,
which have a negligible impact on the RK measurement. No significant trend is observed
in the di↵erential determination of rJ/ as a function of any considered variable. An
example distribution, with rJ/ determined as a function of B+ momentum component
transverse to the beam direction, pT, is shown in Fig. 3. Assuming the observed rJ/ 

variation in such distributions reflects genuine mismodelling of the e�ciencies, rather than
statistical fluctuations, and taking into account the spectrum of the relevant variables in
the nonresonant decay modes, a total shift on RK is computed for each of the variables
examined. In each case, the resulting variation is within the estimated systematic
uncertainty on RK . Similarly, double di↵erential computations of the rJ/ ratio also do
not show any trend and are consistent with the systematic uncertainties assigned on the
RK measurement.

In addition to B
+
! J/ K

+ decays, clear signals are observed from B
+
!  (2S)K+

decays. The double ratio of branching fractions, R (2S), defined by
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provides an independent validation of the double-ratio analysis procedure and further
tests the control of the e�ciencies. This double ratio is expected to be close to unity [2]
and is determined to be 0.997 ± 0.011, where the uncertainty includes both statistical
and systematic e↵ects. This can be interpreted as a world-leading test of lepton flavour
universality in  (2S) ! `

+
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� decays.

The fit projections for the m(K+
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demonstrates control of the e�ciencies.
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analysis.
The analysis strategy aims to reduce systematic uncertainties induced in modelling

the markedly di↵erent reconstruction of decays with muons in the final state, compared
to decays with electrons. These di↵erences arise due to the significant bremsstrahlung
radiation emitted by the electrons and the di↵erent detector subsystems that are used
to identify electron and muon candidates (see Methods). The major challenge of the
measurement is then correcting for the e�ciency of the selection requirements used to
isolate signal candidates and reduce background. In order to avoid unconscious bias, the
analysis procedure was developed and the cross-checks described below performed before
the result for RK was examined.

In addition to the process discussed above, the K
+
`
+
`
� final state is produced via

a B
+

! XqqK
+ decay, where Xqq is a bound state (meson) such as the J/ . The

J/ meson consists of a charm quark and antiquark, cc, and is produced resonantly at
q
2 = 9.59GeV2

/c
4. This ‘charmonium’ resonance subsequently decays into two leptons,

J/ ! `
+
`
�. The B

+
! J/ (! `

+
`
�)K+ decays are not suppressed and hence have a

branching fraction orders of magnitude larger than that of B+
! K

+
`
+
`
� decays. These

two processes are separated by applying a requirement on q
2. The 1.1 < q

2
< 6.0GeV2

/c
4

region used to select B
+
! K

+
`
+
`
� decays is chosen to reduce the pollution from the

J/ resonance and the high-q2 region that contains contributions from further excited
charmonium resonances, such as the  (2S) and  (3770) states, and from lighter ss

resonances, such as the �(1020) meson. In the remainder of this article, the notation
B

+
! K

+
`
+
`
� is used to denote only decays with 1.1 < q

2
< 6.0GeV2

/c
4, which are

referred to as nonresonant, whereas B+
! J/ (! `

+
`
�)K+ decays are denoted resonant.

To help overcome the challenge of modelling precisely the di↵erent electron and muon
reconstruction e�ciencies, the branching fractions of B+

! K
+
`
+
`
� decays are measured

relative to those of B+
! J/ K

+ decays [110]. Since the J/ ! `
+
`
� branching fractions

are known to respect lepton universality to within 0.4% [2,111], the RK ratio is determined
via the double ratio of branching fractions

RK =
B(B+

! K
+
µ
+
µ
�)

B(B+
! J/ (! µ

+
µ
�)K+)

�
B(B+

! K
+
e
+
e
�)

B(B+
! J/ (! e

+
e
�)K+)

. (2)

In this equation, each branching fraction can be replaced by the corresponding event yield
divided by the appropriate overall detection e�ciency (see Methods), as all other factors
needed to determine each branching fraction individually cancel out. The e�ciency of the
nonresonant B+

! K
+
e
+
e
� decay therefore needs to be known only relative to that of the

resonant B+
! J/ (! e

+
e
�)K+ decay, rather than relative to the B+

! K
+
µ
+
µ
� decay.

As the detector signature of each resonant decay is similar to that of its corresponding
nonresonant decay, systematic uncertainties that would otherwise dominate the calculation
of these e�ciencies are suppressed. The yields observed in these four decay modes and the
ratios of e�ciencies determined from simulated events then enable anRK measurement with
statistically dominated uncertainties. Percent-level control of the e�ciencies is verified with
a direct comparison of the B+

! J/ (! e
+
e
�)K+ and B

+
! J/ (! µ

+
µ
�)K+ branching

fractions in the ratio rJ/ = B(B+
! J/ (! µ

+
µ
�)K+)/B(B+

! J/ (! e
+
e
�)K+), as

detailed below.
Candidate B

+
! K

+
`
+
`
� decays are found by combining the reconstructed trajec-

tory (track) of a particle identified as a charged kaon, together with the tracks from a
pair of well-reconstructed oppositely charged particles identified as either electrons or

3



RK* - Cross checks 
  Check with J/ψ 

–  Unity with 4.5% at 1σ 
  Check with ψ(2S) 

–  Unity within 2% at 1σ 
  Check BR(B0→K*γ(!ee)) 

–  Agrees within 15% at 2σ 

  Cross checked with earlier dΓ/dq2(B0→K*µµ) 
–  Consistent  

 
  Data vs simulation:  
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Figure 8: (hatched) Background-subtracted distributions for (darker colour) B0! K⇤0µ+µ�

and (lighter colour) B0! K⇤0e+e� candidates, compared to (full line) simulation. From top to
bottom: q2, K+⇡� invariant mass, m(K+⇡�), opening angle between the two leptons, ✓lepton,
and projection along the beam axis of the distance between the K+⇡� and `+`� vertices,
�zvertex. The distributions are normalised to unity. The hatched areas correspond to the
statistical uncertainties only. The data are not e�ciency corrected.
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Cross-Checks
› B0→K*J/yy

› B0→K*yy(2s)

› B0→K*gg

Simone Bifani 16



Table 1: Di↵erential dB(B0
s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in bins of q2. The uncertainties are, in order, statistical, systematic, and
due to the uncertainty on the branching fraction of the normalization mode.

q2 bin [GeV2/c4] dB(B0
s!�µ+µ�)

B(B0
s!J/ �)dq2 [⇥10�5GeV�2c4] dB(B0

s!�µ+µ�)
dq2 [⇥10�8GeV�2c4]

0.1–0.98 7.61± 0.52± 0.12 7.74± 0.53± 0.12± 0.37

1.1–2.5 3.09± 0.29± 0.07 3.15± 0.29± 0.07± 0.15

2.5–4.0 2.30± 0.25± 0.05 2.34± 0.26± 0.05± 0.11

4.0–6.0 3.05± 0.24± 0.06 3.11± 0.24± 0.06± 0.15

6.0–8.0 3.10± 0.23± 0.06 3.15± 0.24± 0.06± 0.15

11.0–12.5 4.69± 0.30± 0.07 4.78± 0.30± 0.08± 0.23

15.0–17.0 5.15± 0.28± 0.10 5.25± 0.29± 0.10± 0.25

17.0–19.0 4.12± 0.29± 0.12 4.19± 0.29± 0.12± 0.20

1.1–6.0 2.83± 0.15± 0.05 2.88± 0.15± 0.05± 0.14

15.0–19.0 4.55± 0.20± 0.11 4.63± 0.20± 0.11± 0.22
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [32, 34, 35] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb Run 1 analysis [1, 30] are shown with gray markers.

relative to the B0
s ! J/ � normalization mode, according to120

B(B0
s ! f 0

2µ
+µ�)

B(B0
s ! J/ �)

= B(J/ ! µ+µ�)⇥ B(�! K+K�)

B(f 0
2! K+K�)

⇥
Nf 0

2µ
+µ�

NJ/ �
⇥

✏J/ �
✏f 0

2µ
+µ�

, (2)

where the branching fraction ratio B(�! K+K�)/B(f 0
2! K+K�) = 1.123± 0.030 [26] is121

used. To separate the f 0
2 signal from S- and P-wave contributions to the wide m(K+K�)122

mass window, a two-dimensional fit to the m(K+K�µ+µ�) and m(K+K�) distributions123

is performed. The B0
s ! f 0

2µ
+µ� signal decay is modeled in m(K+K�µ+µ�) using the124

sum of two Gaussian functions with a power-law tail towards upper and lower mass and in125

m(K+K�) using a relativistic spin-2 Breit–Wigner function. The model parameters are126
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [70, 71].

q2 [72, 73] to yield more precise determinations of the form factors over the full q2 range.

For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �

7

Summary b→sll 
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Ø  FCNC: EW penguin 

  Curious tensions: 
–  Lepton flavour universality 
–  Decay rates 
–  Angular distributions, P5’ 

LHCb, PAPER-2021-004 

3.1 σ 

2.4-2.7 σ 

LHCb, arXiv:2003.04831  LHCb, PAPER-2021-014 

1.8-3.6 σ 
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T. Blake

Interpretation of global fits

7

Optimist’s view point Pessimist’s view point

Vector-like contribution could 
come from new tree level 
contribution from a Z’ with a 
mass of a few TeV (the Z’ will 
also contribute to mixing, a 
challenge for model builders)

Vector-like contribution could 
point to a problem with our 
understanding of QCD, e.g. 
are we correctly estimating 
the contribution for charm 
loops that produce dimuon 
pairs via a virtual  photon. 

More work needed from experiment/theory to disentangle the two
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Model independent fits to b→sll processes 
  C9

NP deviates from 0 by >4σ  
  Independent fits by more groups 

§  1D: C9
NP=-1  or C9

NP=-C10
NP  ?? 

§  NB: Many possibilities (2D, RH, …) ! 

  Caveat: debate on charm-loop effects… 
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Descotes-Genon, Matias, et al. arXiv:2104.08921 Altmannshofer & Stangl, arXiv:2103.13370 

Bs
0!µ+µ- 

SM 

PullSM p-val 
C9

NP=-1.06           : 7.0σ   40% 
C9

NP=-C10
NP=-0.44: 6.2σ   23% 

PullSM   
C9

NP=-0.80           : 5.7σ  
C9

NP=-C10
NP=-0.41: 5.9σ 



Quantifying significance ? 

χ2 of null hypothesis?  
 Good        Good 

  Δχ2 wrt discovery hypothesis (coherent pattern) ?   
  Favour Gauss                 Favour (C9,C10)NP 

       Look-elsewhere effect (eg. arXiv:2104.05631) ? 
   1-dim Mass range         n-dim Wilson space 
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Figure 17: A 2 dimensional representation of the branching fraction measurements for B0
s ! µ+µ�

and B0! µ+µ�. The Standard Model value is shown as the red cross labelled SM. The central
value from the branching fraction measurement is indicated with the blue dot. The profile
likelihood contours for 68%, 95% CL, etc. intervals for the result presented in this letter are
shown as blue contours, while the yellow contours indicate the previous measurement [12].
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Table 1: Di↵erential dB(B0
s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in bins of q2. The uncertainties are, in order, statistical, systematic, and
due to the uncertainty on the branching fraction of the normalization mode.

q2 bin [GeV2/c4] dB(B0
s!�µ+µ�)

B(B0
s!J/ �)dq2 [⇥10�5GeV�2c4] dB(B0

s!�µ+µ�)
dq2 [⇥10�8GeV�2c4]

0.1–0.98 7.61± 0.52± 0.12 7.74± 0.53± 0.12± 0.37

1.1–2.5 3.09± 0.29± 0.07 3.15± 0.29± 0.07± 0.15

2.5–4.0 2.30± 0.25± 0.05 2.34± 0.26± 0.05± 0.11
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11.0–12.5 4.69± 0.30± 0.07 4.78± 0.30± 0.08± 0.23
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [32, 34, 35] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb Run 1 analysis [1, 30] are shown with gray markers.
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used. To separate the f 0
2 signal from S- and P-wave contributions to the wide m(K+K�)122

mass window, a two-dimensional fit to the m(K+K�µ+µ�) and m(K+K�) distributions123

is performed. The B0
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2µ
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [70, 71].

q2 [72, 73] to yield more precise determinations of the form factors over the full q2 range.

For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �

7
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Outline 

  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
–  LFNU: bàsll and bàclν 

 
  What are the interpretations? 

62 



More LFNU ?! 

63 

  Surprises possible in tree-level decays? 
B

D∗

W+b

c

ν

µ+/τ+



More LFNU: b!clv 

64 

  Surprises possible in tree-level decays? 

  Challenging analysis: 
–  Missing neutrino 
–  Background from B!D**µ 

  Compare B!D*µν with B!D*τ(!µνν)ν : similar final state! 

B

D∗

W+b

c

ν

µ+/τ+



Semileptonic B!D*νµ(τ) decays: b!clv 

Discriminating variables: 
  m2

miss:  Missing mass (neutrino + ?) 
  E*µ:   Energy of muon in B rest frame 
  q2:   Invariant mass of lepton-pair 

65 



Semileptonic B!D*νµ(τ) decays: b!clv 

Discriminating variables: 
  m2

miss:  Missing mass (neutrino + ?) 
  E*µ:   Energy of muon in B rest frame 
  q2:   Invariant mass of lepton-pair 
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Semileptonic B!D*νµ(τ) decays: b!clv 

Discriminating variables: 
  m2

miss   
  E*µ 

Ø  in bins of q2:   
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Figure 1: Distributions of m2
miss (left) and E⇤

µ (right) of the four q2 bins of the signal data,
overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data. The bands give the 1� template uncertainties.
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Figure 1: Distributions of m2
miss (left) and E⇤

µ (right) of the four q2 bins of the signal data,
overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data. The bands give the 1� template uncertainties.
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Semileptonic B→D*νµ(τ) decays: b→clv 
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-PH-EP-2015-150
LHCb-PAPER-2015-025

June 29, 2015

Measurement of the ratio of

branching fractions

B(B0 ! D⇤+⌧�⌫⌧)/B(B0 ! D⇤+µ�⌫µ)

The LHCb collaboration†

Abstract
The branching fraction ratio R(D⇤)⌘B(B0!D⇤+⌧�⌫⌧ )/B(B0!D⇤+µ�⌫µ) is mea-
sured using a sample of proton-proton collision data corresponding to 3.0 fb�1 of
integrated luminosity recorded by the LHCb experiment during 2011 and 2012. The
tau lepton is identified in the decay mode ⌧� ! µ�⌫µ⌫⌧ . The semitauonic decay
is sensitive to contributions from non-Standard-Model particles that preferentially
couple to the third generation of fermions, in particular Higgs-like charged scalars.
A multidimensional fit to kinematic distributions of the candidate B0 decays gives
R(D⇤) = 0.336 ± 0.027 (stat) ± 0.030 (syst). This result, which is the first measure-
ment of this quantity at a hadron collider, is 2.1 standard deviations larger than the
value expected from lepton universality in the Standard Model.

Published in Phys. Rev. Lett. 115, 111803 (2015)

c� CERN on behalf of the LHCb collaboration, license CC-BY-4.0.

†Authors are listed at the end of this letter.
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Lepton universality, enshrined within the Standard Model (SM), requires equality of
couplings between the gauge bosons and the three families of leptons. Hints of lepton
non-universal e↵ects in B

+ ! K
+
e
+
e
� and B

+ ! K
+
µ
+
µ
� decays [1] have been seen,

but no definitive observation of a deviation has yet been made. However, a large class of
models that extend the SM contain additional interactions involving enhanced couplings
to the third generation that would violate this principle. Semileptonic decays of b hadrons
(particles containing a b quark) to third generation leptons provide a sensitive probe for
such e↵ects. In particular, the presence of additional charged Higgs bosons, which are
often required in these models, can have a significant e↵ect on the rate of the semitauonic
decay B

0 ! D
⇤+
⌧
�
⌫⌧ [2]. The use of charge-conjugate modes is implied throughout this

Letter.
Semitauonic B meson decays have been observed by the BaBar and Belle col-

laborations [3–7]. Recently BaBar reported updated measurements [6, 7] of the ra-
tios of branching fractions, R(D⇤) ⌘ B(B0 ! D

⇤+
⌧
�
⌫⌧ )/B(B0 ! D

⇤+
µ
�
⌫µ) and

R(D) ⌘ B(B0 ! D
+
⌧
�
⌫⌧ )/B(B0 ! D

+
µ
�
⌫µ), which show deviations of 2.7� and 2.0�,

respectively, from the SM predictions [8, 9]. These ratios have been calculated to high
precision, owing to the cancellation of most of the uncertainties associated with the strong
interaction in the B to D

(⇤) transition. Within the SM they di↵er from unity mainly
because of phase-space e↵ects due to the di↵ering charged lepton masses.

This Letter presents the first measurement of R(D⇤) in hadron collisions using the
data recorded by the LHCb detector at the Large Hadron Collider in 2011–2012. The data
correspond to integrated luminosities of 1.0 fb�1 and 2.0 fb�1, collected at proton-proton
(pp) center-of-mass energies of 7 TeV and 8 TeV, respectively. The B0 ! D

⇤+
⌧
�
⌫⌧ decay

with ⌧
� ! µ

�
⌫µ⌫⌧ (the signal channel) and the B0 ! D

⇤+
µ
�
⌫µ decay (the normalization

channel) produce identical visible final-state topologies; consequently both are selected
by a common reconstruction procedure. The selection identifies semileptonic B

0 decay
candidates containing a muon candidate and a D

⇤+ candidate reconstructed through the
decay chain D

⇤+ ! D
0(! K

�
⇡
+)⇡+. The selected sample contains contributions from

the signal and the normalization channel, as well as several background processes, which
include partially reconstructed B decays and candidates from combinations of unrelated
particles from di↵erent b hadron decays. The kinematic and topological properties of
the various components are exploited to suppress the background contributions. Finally,
the signal, the normalization component and the residual background are statistically
disentangled with a multidimensional fit to the data using template distributions derived
from control samples or from simulation validated against data.

The LHCb detector [10, 11] is a single-arm forward spectrometer covering the
pseudorapidity range 2 < ⌘ < 5, designed for the study of particles containing b or
c quarks. The detector includes a high-precision tracking system consisting of a silicon-
strip vertex detector surrounding the pp interaction region [12], a large-area silicon-strip
detector located upstream of a dipole magnet with a bending power of about 4Tm, and
three stations of silicon-strip detectors and straw drift tubes [13] placed downstream of
the magnet. The tracking system provides a measurement of momentum, p, of charged
particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0%

1

  Surprises possible in tree-level decays? 

  B0→D*lν 
–  Measured ratio τ/µ : 

–  SM: R(D*)=0.252±0.003 
•  Different from unity due to smaller phase space for tau decays 

Fajfer, Kamenik, Nisandzic PRD 85, 094025 (2012)  



More measurements! 

  R(D*) from Babar and Belle 
  R(D) from Babar and Belle 

 
  R(D*) from LHCb with hadronic tau decays, τ→πππν 

 

  R(J/ψ) from LHCb (< 2σ) 

  R(Λc), R(D), R(Ds) being analyzed 

  Run-2 data on the shelves! 
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2017-212
LHCb-PAPER-2017-017

7 November 2017

Measurement of the ratio of the

B0 ! D⇤�⌧+⌫⌧ and B0 ! D⇤�µ+⌫µ

branching fractions using three-prong

⌧ -lepton decays

The LHCb collaboration†

Abstract

The ratio of branching fractions R(D⇤�) ⌘ B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�µ+⌫µ)
is measured using a data sample of proton-proton collisions collected with the LHCb
detector at center-of-mass energies of 7 and 8TeV, corresponding to an integrated
luminosity of 3 fb�1. For the first time R(D⇤�) is determined using the ⌧ lepton
decays with three charged pions in the final state. The B0 ! D⇤�⌧+⌫⌧ yield
is normalized to that of the B0 ! D⇤�⇡+⇡�⇡+ mode, providing a measurement
of B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�⇡+⇡�⇡+) = 1.93 ± 0.13 ± 0.18, where the
first uncertainty is statistical and the second systematic. The value of B(B0 !
D⇤�⌧+⌫⌧ ) = (1.40± 0.09± 0.12± 0.10)% is obtained, where the third uncertainty
is due to the limited knowledge of the branching fraction of the normalization mode.
Using the well-measured branching fraction of the B0 ! D⇤�µ+⌫µ decay, a value of
R(D⇤�) = 0.286± 0.019± 0.025± 0.021 is established, where the third uncertainty
is due to the limited knowledge of the branching fractions of the normalization
and B0! D⇤�µ+⌫µ modes. This measurement is in agreement with the Standard
Model prediction and with previous results.

Submitted to Phys. Rev. Lett.

c� CERN on behalf of the LHCb collaboration, licence CC-BY-4.0.

†Authors are listed at the end of this paper.
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2017-212
LHCb-PAPER-2017-017

7 November 2017

Measurement of the ratio of the

B0 ! D⇤�⌧+⌫⌧ and B0 ! D⇤�µ+⌫µ

branching fractions using three-prong

⌧ -lepton decays

The LHCb collaboration†

Abstract

The ratio of branching fractions R(D⇤�) ⌘ B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�µ+⌫µ)
is measured using a data sample of proton-proton collisions collected with the LHCb
detector at center-of-mass energies of 7 and 8TeV, corresponding to an integrated
luminosity of 3 fb�1. For the first time R(D⇤�) is determined using the ⌧ lepton
decays with three charged pions in the final state. The B0 ! D⇤�⌧+⌫⌧ yield
is normalized to that of the B0 ! D⇤�⇡+⇡�⇡+ mode, providing a measurement
of B(B0 ! D⇤�⌧+⌫⌧ )/B(B0 ! D⇤�⇡+⇡�⇡+) = 1.93 ± 0.13 ± 0.18, where the
first uncertainty is statistical and the second systematic. The value of B(B0 !
D⇤�⌧+⌫⌧ ) = (1.40± 0.09± 0.12± 0.10)% is obtained, where the third uncertainty
is due to the limited knowledge of the branching fraction of the normalization mode.
Using the well-measured branching fraction of the B0 ! D⇤�µ+⌫µ decay, a value of
R(D⇤�) = 0.286± 0.019± 0.025± 0.021 is established, where the third uncertainty
is due to the limited knowledge of the branching fractions of the normalization
and B0! D⇤�µ+⌫µ modes. This measurement is in agreement with the Standard
Model prediction and with previous results.

Submitted to Phys. Rev. Lett.

c� CERN on behalf of the LHCb collaboration, licence CC-BY-4.0.

†Authors are listed at the end of this paper.
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2017-275
LHCb-PAPER-2017-035

November 16, 2017

Measurement of the ratio of branching

fractions

B(B+

c ! J/ ⌧+⌫⌧)/B(B+

c ! J/ µ+⌫µ)

LHCb collaboration†

Abstract

A measurement is reported of the ratio of branching fractions R(J/ ) = B(B+
c !

J/ ⌧+⌫⌧ )/B(B+
c ! J/ µ+⌫µ), where the ⌧+ lepton is identified in the decay

mode ⌧+ ! µ+⌫µ⌫⌧ . This analysis uses a sample of proton-proton collision
data corresponding to 3.0 fb�1 of integrated luminosity recorded with the LHCb
experiment at center-of-mass energies 7TeV and 8TeV. A signal is found for the
decay B+

c ! J/ ⌧+⌫⌧ at a significance of 3 standard deviations, corrected for
systematic uncertainty, and the ratio of the branching fractions is measured to
be R(J/ ) = 0.71 ± 0.17 (stat) ± 0.18 (syst). This result lies within 2 standard
deviations above the range of existing predictions in the Standard Model.

Submitted to Phys. Rev. Lett.

c� CERN on behalf of the LHCb collaboration, licence CC-BY-4.0.

†Authors are listed at the end of this letter.
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Semileptonic b-hadron decays provide powerful probes for testing the Standard Model
(SM) and for searching for the e↵ects of physics beyond the SM. Due to their relatively
simple theoretical description via tree-level processes in the SM, these decay modes serve as
an ideal setting for examining the universality of the couplings of the three charged leptons
in electroweak interactions. Recent measurements of the parameters R(D) and R(D⇤),
corresponding to the ratios of branching fractions B(B ! D

(⇤)
⌧
�
⌫⌧ )/B(B ! D

(⇤)
µ
�
⌫µ),

by the BaBar [1, 2], Belle [3–6] and LHCb [7–9] collaborations indicate larger values than
the SM predictions [10]. Proposed explanations for these discrepancies include extensions
of the SM that involve enhanced weak couplings to third-generation leptons and quarks,
such as interactions involving a charged Higgs boson [11, 12], leptoquarks [13], or new
vector bosons [14]. Furthermore, other hints of the failure of lepton flavor universality
have been seen in electroweak loop-induced B-meson decays [15, 16].

Measurements of semitauonic decays of other species of b hadrons can provide additional
handles for investigating the sources of theoretical and experimental uncertainties, and
potentially the origin of lepton nonuniversal couplings. This Letter presents the first study
of the semitauonic decay B

+
c ! J/ ⌧

+
⌫⌧ and a measurement of the ratio of branching

fractions

R(J/ ) =
B(B+

c ! J/ ⌧
+
⌫⌧ )

B(B+
c ! J/ µ+⌫µ)

, (1)

for which the current SM predictions are in the range of 0.25 to 0.28, where the spread
arises from the choice of modeling approach for form factors [17–20]. Here and throughout
the Letter charge-conjugate processes are implied.

The measurement is performed using data recorded with the LHCb detector at the
Large Hadron Collider in 2011 and 2012, corresponding to integrated luminosities of 1 fb�1

and 2 fb�1 collected at proton-proton (pp) center-of-mass energies of 7TeV and 8TeV,
respectively. The analysis procedure is designed to identify both the signal decay chain
B

+
c ! J/ ⌧

+
⌫⌧ and the normalization mode B

+
c ! J/ µ

+
⌫µ, with J/ ! µ

+
µ
� and

⌧
+ ! µ

+
⌫µ⌫⌧ , through their identical visible final states (µ+

µ
�)µ+. The muon candidate

not originating from the J/ is referred to as the unpaired muon. The two modes
are distinguished using di↵erences in their kinematic properties. The selected sample
contains contributions from the signal and the normalization modes, as well as several
background processes. The contributions of the various components are determined from
a multidimensional fit to the data, where each component is represented by a template
distribution derived from control data samples or from simulation validated against data.
The selection and fit procedures are developed without knowledge of the signal yield.

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity
range 2 < ⌘ < 5, described in detail in Refs. [21, 22]. Notably for this analysis, muons are
identified by a system composed of alternating layers of iron and multiwire proportional
chambers [23]. The online event selection is performed by a trigger [24], which in this
case consists of a hardware stage, based on information from the calorimeter and muon
systems, followed by a software stage, which applies a full event reconstruction. Simulated
data samples, which are used for producing fit templates and evaluating the signal to
normalization e�ciency ratio, are produced using the software described in Refs. [25–28].

Events containing a J/ µ
+ candidate are required to have been selected by the LHCb

hardware dimuon trigger, with both muon candidates at the trigger level matched to the
decay products of the J/ candidate in the o✏ine selection. In the software trigger, the
events are required to meet criteria designed to select J/ ! µ

�
µ
+ candidates constructed

1

(J/ψ) 

LHCb Coll. arXiv:1711.05623 

LHCb Coll. arXiv:1711.02505 

B

D∗

W+b

c

ν

µ+/τ+
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  Surprises possible in tree-level decays 

  B→D(*)lν 
–  R(D) and R(D*) combined: 3.1 σ 
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Avg: 
2.5 σ 

More LFNU 

B

D∗

W+b

c

ν

µ+/τ+

SM, 3.1σ 



Outline 

  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
–  LFNU: bàsll and bàclν 

 
  What are the interpretations? 

71 



What NP could it be? 

  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
–  LFNU: bàsll and bàclν 

 
  What are the interpretations? 

72 

G. Isidori – B-physics anomalies: model building & future implications         LHCb implications, CERN, 10th Nov 2017 

If these LFU anomalies were confirmed, it would be a fantastic discovery, with 
far-reaching implications

If interpreted as NP signals, both set of anomalies are not in contradiction 
among themselves & with existing low- & high-energy data. 

Taken together, they point out to NP coupled mainly to 3rd generation, with a 
flavor structure connected to that appearing in the SM Yukawa couplings

UV completions with LQ states seem to be favored, but to early to draw 
definite conclusions [still a lot of work on the model-building side...]

G. Isidori – B-physics anomalies: model building & future implications         LHCb implications, CERN, 10th Nov 2017 

Or maybe it is not...

G. Isidori, Implications workshop, CERN, 10 Nov 2017 
https://indico.cern.ch/event/646856/timetable/  



Model building 

  Most popular models: Z’ or Leptoquark 
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Model building 

  Step 1: Effective theory 

 
  Step 2: Simplified models 
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LQb

µ+

µ−

s

Buttazzo, Greljo, Isidori, Marzocca,  
B-physics anomalies: a guide to combined explanations  

JHEP 1711 (2017) 044  

the discussion su�ciently general under the main hypothesis of NP coupled predominantly to
third-generation left-handed quarks and leptons.

More explicitly, our working hypotheses to determine the initial conditions of the EFT, at a
scale ⇤ above the electroweak scale, are the following:

1. only four-fermion operators built in terms of left-handed quarks and leptons have non-
vanishing Wilson coe�cients;

2. the flavour structure is determined by the U(2)q ⇥ U(2)` flavour symmetry, minimally
broken by two spurions Vq ⇠ (2,1) and V` ⇠ (1,2);

3. operators containing flavour-blind contractions of the light fields have vanishing Wilson
coe�cients.

We first discuss the consequences of these hypotheses on the structure of the relevant e↵ective
operators and then proceed analysing the experimental constraints on their couplings.

2.1 The e↵ective Lagrangian

According to the first hypothesis listed above, we consider the following e↵ective Lagrangian at
a scale ⇤ above the electroweak scale

Le↵ = LSM �
1

v2
�q

ij
�`

↵�

h
CT (Q̄i

L�µ�
aQj

L
)(L̄↵

L�
µ�aL�

L
) + CS (Q̄i

L�µQ
j

L
)(L̄↵

L�
µL�

L
)
i
, (1)

where v ⇡ 246GeV. For simplicity, the definition of the EFT cuto↵ scale and the normalisation
of the two operators is reabsorbed in the flavour-blind adimensional coe�cients CS and CT .

The flavour structure in Eq. (1) is contained in the Hermitian matrices �q

ij
, �`

↵�
and follows

from the assumed U(2)q ⇥ U(2)` flavour symmetry and its breaking. The flavour symmetry
is defined as follows: the first two generations of left-handed quarks and leptons transform as
doublets under the corresponding U(2) groups, while the third generation and all the right-
handed fermions are singlets. Motivated by the observed pattern of the quark Yukawa couplings
(both mass eigenvalues and mixing matrix), it is further assumed that the leading breaking
terms of this flavour symmetry are two spurion doublets, Vq and V`, that give rise to the mixing
between the third generation and the other two [31,32]. The normalisation of Vq is conventionally
chosen to be Vq ⌘ (V ⇤

td
, V ⇤

ts), where Vji denote the elements of the Cabibbo-Kobayashi-Maskawa
(CKM) matrix. In the lepton sector we assume V` ⌘ (0, V ⇤

⌧µ) with |V⌧µ| ⌧ 1. We adopt as
reference flavour basis the down-type quark and charged-lepton mass eigenstate basis, where
the SU(2)L structure of the left-handed fields is

Qi

L =

✓
V ⇤
ji
uj
L

di
L

◆
, L↵

L =

✓
⌫↵
L

`↵
L

◆
. (2)

A detailed discussion about the most general flavour structure of the semi-leptonic operators
compatible with the U(2)q⇥U(2)` flavour symmetry and the assumed symmetry-breaking terms
is presented in Appendix A. The main points can be summarised as follows:

5

Figure 4: Fit to semi-leptonic and radiatively-generated purely leptonic observables in Table 1, for the
vector leptoquark Uµ, imposing |�sµ,s⌧ | < 5|Vcb| and CU > 0. In green, yellow, and gray, we show the
��2

 2.3 (1�), 6.0 (2�), and 11.6 (3�) regions, respectively. The dashed and solid blue lines represent
the 1 and 2� limits in the case where radiative constraints are removed from the fit.

purposes, in the following subsections we consider two representative cases with more than one
mediator at work: two colour-less vectors, SU(2)L triplet and singlet, and two coloured scalars,
also electroweak triplet and singlet.

3.1 Scenario I: Vector Leptoquark

As anticipated, the simplest UV realisation of the scenario emerging from the EFT fit is that
of an SU(2)L-singlet vector leptoquark, U

µ

1 ⌘ (3,1, 2/3), coupled to the left-handed quark and
lepton currents

LU = �
1

2
U †
1,µ⌫U

1,µ⌫ +M2
UU

†
1,µU

µ

1 + gU (J
µ

U
U1,µ + h.c.) , (7)

Jµ

U
⌘ �i↵ Q̄i�

µL↵ . (8)

Here �(0)
i↵

= �3i�3↵ up to U(2)q ⇥ U(2)` breaking terms, as shown in Eq. (28), and the flavour
structure used in the general fit is recovered by means of the relations (30). After integrating
out the leptoquark field, the tree-level matching condition for the EFT is

Le↵ � �
1

v2
CU �i↵�

⇤
j�

h
(Q̄i

L�µ�
aQj

L
)(L̄�

L
�µ�aL↵

L) + (Q̄i

L�µQ
j

L
)(L̄�

L
�µL↵

L)
i
, (9)

where CU = v2|gU |2/(2M2
U
) > 0. Note that in this case the singlet and triplet operators have

the same flavour structure and, importantly, the relation CS = CT is automatically fulfilled at
the tree-level. Furthermore, as already stressed, the flavour-blind contraction involving light
fermions (flavour doublets) is automatically forbidden by the U(2)q⇥U(2)` symmetry. Last but
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Figure 3: The lines show the correlations among triplet and singlet operators in single-mediator models.
Colour-less vectors are shown in green, coloured scalar in blue, while coloured vectors in red. Electroweak
singlet mediators are shown with the solid lines while triplets with dashed.

compensate for the radiative constraints (see Figure 1 bottom-right). In other words, in the
small �q

sb
scenario the tuning problem is moved from the �F = 2 sector to that of electroweak

observables. We will present an explicit realisation of the small �q

sb
scenario in Section 3.3.

3 Simplified models

In this section we analyse how the general results discussed in the previous section can be
implemented, and eventually modified adding extra ingredients, in three specific (simplified)
UV scenarios with explicit mediators.

The complete set of single-mediator models with tree-level matching to the vector triplet
and/or singlet V � A operators consists of: colour-singlet vectors B0

µ ⇠ (1,1, 0) and W 0
µ ⇠

(1,3, 0), colour-triplet scalars S1 ⇠ (3̄,1, 1/3) and S3 ⇠ (3̄,3, 1/3), and coloured vectors Uµ

1 ⇠

(3,1, 2/3) and Uµ

3 ⇠ (3,3, 2/3) [46]. The quantum numbers in brackets indicate colour, weak,
and hypercharge representations, respectively. In Figure 3 we show the correlation between
triplet and singlet operators predicted in all single-mediator models, compared to the regions
favoured by the EFT fit.

The plot in Figure 3 clearly singles out the case of a vector LQ, Uµ

1 , which we closely
examine in the next subsection, as the best single-mediator case. However, it must be stressed
that there is no fundamental reason to expect the low-energy anomalies to be saturated by the
contribution of a single tree-level mediator. In fact, in many UV completions incorporating one of
these mediators (for example in composite Higgs models, see Section 4), these states often arise
with partners of similar mass but di↵erent electroweak representation, and it is thus natural
to consider two or more of them at the same time. For this reason, and also for illustrative
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Observable Experimental bound Linearised expression

R⌧`

D(⇤) 1.237± 0.053 1 + 2CT (1� �q

sb
V ⇤
tb
/V ⇤

ts)(1� �`
µµ/2)

�Cµ

9 = ��Cµ

10
�0.61± 0.12 [36] �

⇡

↵emVtbV
⇤
ts
�`
µµ�

q

sb
(CT + CS)

Rµe

b!c
� 1 0.00± 0.02 2CT (1� �q

sb
V ⇤
tb
/V ⇤

ts)�
`
µµ

B
K(⇤)⌫⌫̄

0.0± 2.6 1 + 2
3

⇡

↵emVtbV
⇤
tsC

SM
⌫

(CT � CS)�
q

sb
(1 + �`

µµ)

�gZ⌧L
�0.0002± 0.0006 0.033CT � 0.043CS

�gZ⌫⌧ �0.0040± 0.0021 �0.033CT � 0.043CS

|gW⌧ /gW
`
| 1.00097± 0.00098 1� 0.084CT

B(⌧ ! 3µ) (0.0± 0.6)⇥ 10�8 2.5⇥ 10�4(CS � CT )2(�`
⌧µ)

2

Table 1: Observables entering in the fit, together with the associated experimental bounds
(assuming the uncertainties follow the Gaussian distribution) and their linearised expressions in
terms of the EFT parameters. The full expressions used in the fit can be found in Appendix B.

1. The factorised flavour structure in Eq. (1) is not the most general one; however, it is general
enough given that the available data are sensitive only to the flavour-breaking couplings
�q

sb
and �`

µµ (and, to a minor extent, also to �`
⌧µ). By construction, �q

bb
= �`

⌧⌧ = 1.

2. The choice of basis in Eq. (2) to define the U(2)q ⇥U(2)` singlets (i.e. to define the “third
generation” dominantly coupled to NP) is arbitrary. This ambiguity reflects itself in the
values of �q

sb
, �`

µµ, and �`
⌧µ, that, in absence of a specific basis alignment, are expected to

be
�q

sb
= O(|Vcb|) , �`

⌧µ = O(|V⌧µ|) , �`

µµ = O(|V⌧µ|
2) . (3)

3. A particularly restrictive scenario, that can be implemented both in the case of LQ or
colour-less mediators, is the so-called pure-mixing scenario, i.e. the hypothesis that there
exists a flavour basis where the NP interaction is completely aligned along the flavour
singlets. For both mediators, in this specific limit one arrives to the prediction �`

µµ > 0.

In order to reduce the number of free parameters, in Eq. (1) we assume the same flavour
structure for the two operators. This condition is realised in specific simplified models, but it
does not hold in general. The consequences of relaxing this assumption are discussed in Section 3
in the context of specific examples. Finally, motivated by the absence of deviations from the SM
in CP-violating observables, we assume all the complex phases, except the CKM phase contained
in the Vq spurion, to vanish (as shown in Appendix A, this implies �q

bs
= �q

sb
and �`

⌧µ = �`
µ⌧ ).

2.2 Fit of the semi-leptonic operators

To quantify how well the proposed framework can accommodate the observed anomalies, we
perform a fit to low-energy data with four free parameters: CT , CS , �

q

sb
, and �`

µµ, while for

simplicity we set �`
⌧µ = 0.1 The set of experimental measurements entering the fit, together

1We explicitly verified that a nonzero �⌧µ has no impact on the fit results.
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Model building 
  Ingredients 

–  NP: large coupling b→cτν 
•  Large coupling to 3rd gen leptons 
•  Left-handed coupling (no RH neutrino) 

–  NP: small (non-vanishing) coupling b→sµµ 
•  Small coupling to 2nd gen leptons 
•  Left-handed coupling (from C9) 
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R(D) and R(D*)  consistent with a 
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SM bL → cL τL νL amplitude 

(RH or scalar amplitudes disfavored) 

Recent data show some convincing evidences of Lepton Flavor Universality  
violations 

b → c charged currents: τ vs. light leptons (μ, e)  [RD, RD*]

b → s neutral currents: μ vs. e [RK, RK*  (+ P5 et al.) ] 
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•  Large coupling to 3rd gen leptons 
•  Left-handed coupling (no RH neutrino) 

–  NP: small (non-vanishing) coupling b→sµµ 
•  Small coupling to 2nd gen leptons 
•  Left-handed coupling (from C9 ) 

 
  Experimental constraints 

–  High pT searches  (No ττ resonance: no s-channel Z’) 

–  Radiative constr. τ→µνν                     Vector LQ favoured  
–  Bs

0 mixing  (No tree level NP: small bs implies large τν)  over 
–  Bc

+ lifetime  (Scalar LQ increases BR(Bc
+!τ+ν))          Scalar LQ or Z’ 
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EFT-type considerations [The main problems]

I. high-pT constraints

Three main problems identified in the recent literature (driven mainly by RD...):   
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The constraint of the Bc-lifetime

B ! D⇤⌧⌫ receives a contribution from ✏P

✏P hD⇤(k, ✏)|c̄�5b|B̄(p)i=� 2✏P mD⇤
mb+mc

A0(q
2)✏⇤·q

Bc ! ⌧⌫ also receives a helicity-enhanced contribution from ✏P !

Br(B�
c !⌧⌫̄⌧ )

Br(B�
c !⌧⌫̄⌧ )SM

=

�����1+✏L+
m2

Bc
m⌧ (mb+mc )

✏P

�����

2

⌧Bc makes implausible ANY
“scalar solution”

(e.g. 2HDM) to the RD⇤ anomaly!

Alonso, Grinstein&JMC, arXiv: 1611.06676

(see also Xin-Qiang Li et al., JHEP 1608 (2016) 054)

J. Martin Camalich (CERN) EFT analysis of B-decay anomalies January 16th 2018 4 / 18
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Model building 
  Many more experimental handles; predictions can be checked! 

  Universal for all b→cτν: 
–  Accurate R(D*), R(J/ψ), … 

  Strong coupling to τau’s: 
–  Measure e.g. B0→K*ττ 

  LFNU linked with LFV: 
–  Look for e.g. B0→K*τµ 
–  BR(τ→µµµ)~10-9 

 
  c, u symmetry: 

–  Study suppressed semileptonic 

Bs mixing 
–  O(1-10%) effect on Δms 
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b → s

μμ (ee) ττ

b → d

s → d

νν

Bd → μμ

B → π μμ

Bs → K(*) μμ

K → π νν

B → K(*) νν

B → π νν

B → K(*) ττ

B → π ττ

τμ μe 

O(20%)

RK, RK*

O(1)

O(1)

O(1)

→ 100×SM

→ 100×SM

long-distance 
pollution

NA NA

B → K τμ

→ ~10-6

B → π τμ

→ ~10-7

B → K μe

???

B → π μe

???

K → μe

???

E.g.: correlations among down-type FCNCs [using the results of U(2)-based EFT]:

If the anomalies are due to NP, we should expect to see several other BSM effects 
in low-energy observables

Implications for low-energy measurements
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O(20%) [RK=Rπ]

A similar table can be made also for charged currents, and in this case the 
predictions of the EFT are more simple/robust: 

Implications for low-energy measurements

 =                                =                                 =                                 = ...

I) LH operators [ universality of all Rτ/μ(b→c) ratios ]:  

II) U(2) symmetry [ Rτ/μ(b→c)=Rτ/μ(b→u) universality ]:
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Any mode for which we can predict well the LFU ratio is good for such tests... 
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Abstract

Motivated by additional experimental hints of Lepton Flavour Universality violation
in B decays, both in charged- and in neutral-current processes, we analyse the ingre-
dients necessary to provide a combined description of these phenomena. By means of
an E↵ective Field Theory (EFT) approach, based on the hypothesis of New Physics
coupled predominantly to the third generation of left-handed quarks and leptons,
we show how this is possible. We demonstrate, in particular, how to solve the prob-
lems posed by electroweak precision tests and direct searches with a rather natural
choice of model parameters, within the context of a U(2)q ⇥ U(2)` flavour symme-
try. We further exemplify the general EFT findings by means of simplified models
with explicit mediators in the TeV range: coloured scalar or vector leptoquarks and
colour-less vectors. Among these, the case of an SU(2)L-singlet vector leptoquark
emerges as a particularly simple and successful framework.
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Model building 
  Many more experimental handles; predictions can be checked! 
  High pT signatures? 

–  LQ pairs 

 
–  LQ t-channel in bb→ττ 
Reachable 
during HL-LHC 

 
–  Single production channel  
(dominant?) 
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Implications for high-pT physics
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b

N.B.: The single production (for which so far there are no dedicated searches) 
might be the dominant prod. channel



Outlook 

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 203+ 

Run III Run IV Run V 
LS2 LS3 LS4 
LHCb 40 MHz 
UPGRADE I 

L = 2 x 1033 LHCb  
Consolidate:  
UPGRADE Ib 

L = 2 x 1033 
50 fb-1 

LHCb   
UPGRADE II 

L=1-2x 1034 

300 fb-1 

ATLAS 
Phase I Upgr 

 
L = 2 x 1034 

ATLAS  
Phase II UPGRADE 

HL-LHC 
L = 5 x 1034 

HL-LHC 
L = 5 x 1034 

CMS 
Phase I Upgr 

300 fb-1 CMS   
Phase II UPGRADE 

3000 fb-1 

Belle 
II 

5 ab-1 L = 6 x 1035 50 ab-1 
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LHC schedule:  
 

https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm 

LHCb Upgrade  
–  Upgrade to 40 MHz readout 
–  New VELO: strips à pixel 
–  New SciFi tracker 

LHCb Upgrade II 
–  Add timing for 4D tracking  



Summary 
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  Many “unresolved issues in flavor physics” 

  Individually not so exciting… 
   … but combined they are! 

(F. Gianotti,  Jot Down Magazine, 29 Dec 2017) 



Thanks! 
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Backup slides 
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B0→K0*µ+µ- : more than just P5’ 
  Many measurements: 
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [69, 70].

SM predictions. The local discrepancy in the P 0
5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [46]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �
using the observables from Ref. [1] and 2.7 � tension with the measurements reported
here.

In summary, using 4.7 fb�1 of pp collision data collected with the LHCb experiment
during the years 2011, 2012 and 2016, a complete set of CP -averaged angular observables
has been measured for the B0! K⇤0µ+µ� decay. These are the most precise measurements
of these quantities to date.
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Figure 3: Results for the CP -averaged angular observables S3, S4 and S7–S9 in bins of q2. The
data are compared to SM predictions based on the prescription of Refs. [43, 44].
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written as
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32⇡
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4(1� FL) sin

2 ✓K + FL cos
2 ✓K

+1
4(1� FL) sin

2 ✓K cos 2✓l

�FL cos
2 ✓K cos 2✓l + S3 sin

2 ✓K sin2 ✓l cos 2�
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+4
3AFB sin2 ✓K cos ✓l + S7 sin 2✓K sin ✓l sin�

+S8 sin 2✓K sin 2✓l sin�+ S9 sin
2 ✓K sin2 ✓l sin 2�

i
,

(1)

where FL is the fraction of the longitudinal polarisation of the K⇤0 meson, AFB is
the forward-backward asymmetry of the dimuon system and Si are other CP -averaged
observables [1]. The K+⇡� system can also be in an S-wave configuration, which modifies
the angular distribution to

1

d(�+ �̄)/dq2
d4(�+ �̄)

dq2 d~⌦

����
S+P

= (1� FS)
1

d(�+ �̄)/dq2
d4(�+ �̄)

dq2 d~⌦

����
P

+
3

16⇡
FS sin

2 ✓l

+
9

32⇡
(S11 + S13 cos 2✓l) cos ✓K

+
9

32⇡
(S14 sin 2✓l + S15 sin ✓l) sin ✓K cos�

+
9

32⇡
(S16 sin ✓l + S17 sin 2✓l) sin ✓K sin� ,

(2)

where FS denotes the S-wave fraction and the coe�cients S11, S13–S17 arise from in-
terference between the S- and P-wave amplitudes. Throughout this letter, FS and the
interference terms between the S- and P-wave are treated as nuisance parameters.

Additional sets of observables, for which the leading B0 ! K⇤0 form-factor uncertain-
ties cancel, can be built from FL, AFB and S3–S9. Examples of such optimised observables
include the P (0)

i series of observables [47]. The notation used in this letter again follows
Ref. [1], for example P 0

5 = S5/
p
FL(1� FL).

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity
range 2 < ⌘ < 5, described in detail in Refs. [48, 49]. The detector includes a vertex
detector surrounding the proton-proton interaction region, tracking stations on either
side of a dipole magnet, ring-imaging Cherenkov (RICH) detectors, electromagnetic and
hadronic calorimeters and muon chambers.

Simulated signal events are used in this analysis to determine the impact of the detector
geometry, trigger, reconstruction and candidate selection on the angular distribution of
the signal. The simulation is produced using the software described in Refs. [50–55].
Corrections derived from the data are applied to the simulation to account for mismodelling
of the charge multiplicity of the event, B0 momentum spectrum and B0 vertex quality.
Similarly, the simulated particle identification (PID) performance is corrected to match
that determined from control samples selected from the data [56, 57].
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This decay is described by 

3 angles (�l ,�K ,!) and the di-muon 
invariant mass squared (q2)

B0—>K*mm

Many variables; all sensitive to effective couplings:  

  C7 (photon), C9 (vector) and C10 (axial) couplings hide everywhere: 
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Heavy Flavour = Precision search for NP 

  Depending on your model, sensitive to multi-TeV scales, eg: 

From Uli Haisch, 31 Aug 2016 
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hq parametrizes magnitude  
of NP in Bq mixing 



Heavy Flavour = Precision search for NP 

  Depending on your model, sensitive to multi-TeV scales, eg: 

Flavour: new-physics scale?
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Flavour: new-physics scale?

From Uli Haisch, 31 Aug 2016 
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µB→µµ is ratio BRexp/BRSM 



B0 
(s) →µµ :  projections 

  Statistics 

  Systematics 
–  ATLAS+CMS: improved mass resolution 
–  Limiting: fs/fd 

  Theoretical prediction BR(B0 
(s)! µµ) 

–  CKM elements, B decay constants 
•  Accuracy expected to increase with 

improved lattice 
•  Future unc. might reach ~3% : 

–  Exp. uncertainty will probably not 
decrease to theoretical uncertainty 

B(s)—>µµ - projections
• Detailed study in CMS PAS FTR-14-015  for CMS 

• Assuming fs/fd uncertainty 5%, B(B+->J/psi K) 3%.
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Figure 3: Projections of the mass fits to 300 fb�1 (left) and 3000 fb�1 (right) of integrated lu-
minosity (L), respectively assuming the expected performances of Phase-I and Phase-II CMS
detectors.

Table 3: The estimated analysis sensitivity from pseudo-experiments for different integrated
luminosities. Columns in the table are, from left to right: the total integrated luminosity, the
number of reconstructed B0

s and B0, the total uncertainties on the B0
s ! µ+µ� and B0 ! µ+µ�

branching fractions, the B0 statistical significance, and uncertainty on the ratio between the
branching fractions. Results up to 300 fb�1 are for the Phase-I scenario, whereas the result for
3000 fb�1 is for the Phase-II.

Estimate of analysis sensitivity
L ( fb�1) N(B0

s ) N(B0) dB(B0
s ! µ+µ�) dB(B0 ! µ+µ�) B0 sign. dB(B0!µ+µ�)

B(B0
s!µ+µ�)

20 18.2 2.2 35% > 100% 0.0 � 1.5 s > 100%
100 159 19 14% 63% 0.6 � 2.5 s 66%
300 478 57 12% 41% 1.5 � 3.5 s 43%
300 (barrel) 346 42 13% 48% 1.2 � 3.3 s 50%
3000 (barrel) 2250 271 11% 18% 5.6 � 8.0 s 21%

a 50% uncertainty. In the Phase-II scenario, the B0 ! µ+µ� decay can be detected with a
5.6 � 8.0 s statistical significance, the branching fractions B(B0 ! µ+µ�) and B(B0

s ! µ+µ�)
can be measured with a precision of 18% and 11% respectively, and their ratio can be measured
with a 21% uncertainty. In particular, it is worth to note the dramatic improvement of the B0

reconstruction performance, mainly coming from the better resolution of the upgraded CMS
tracker.

8 Conclusions

The present note outlines the simulation study performed in order to assess the CMS potential
to produce B-physics results also after the high-luminosity upgrade of LHC. The study was
focused on B0[B0

s ] ! µ+µ� decays and estimated the performance of CMS starting from the
public Run-1 measurement of this channel, extrapolated using full Geant 4 simulation where
possible, or educated assumptions where the simulation was missing. These extrapolations

Mass resolution 28 MeV

With 3ab-1: σ(Bs) = 11%

Figure 1: Constraint on NP contributions to the real part of the Wilson coe�cient C7 from
exclusive and inclusive branching ratios as well as combined constraint from these
branching ratios.

Imaginary part of C7

As discussed in sec. 2.3.4, the only stringent constraint on the imaginary part of C
NP
7

is expected
to come from ACP(B ! K

⇤
�). Using the experimental measurement in table 2, we find

Im C
NP

7 (µb) 2 [�0.064, 0.094] ⇥


�0.027

Im �C7

�
@ 95% C.L. (39)

Using our numerics and theory error estimates detailed in section 2.3.3, we find

Im �C7(µb) = �0.027 ± 0.016 for B
0

! K
⇤
� , (40)

where the central value is dominated by vertex corrections and spectator scattering (cf. table 1)
and the uncertainty by our estimate of neglected contributions, including the soft gluon correc-
tion to the charm loop. From (40) it is clear that an accidental cancellation in the imaginary
part of �C7, that would make ACP tiny even in the presence of NP in Im C7, is not entirely
excluded. We note that the estimate of the soft gluon contribution in (20), that we omitted,
would make the constraint even stronger. In any case, a better understanding of the hadronic
contributions is crucial to better constrain this Wilson coe�cient.

Constraints on C0
7

The virtues of the exclusive observables come to play in models predicting a NP contribution
to the “wrong-chirality” Wilson coe�cient C

0
7
. In fig. 2, we show the constraints in the plane

12
σ(Bd) = 18%

Rs/d = 21%

Yield comparison

N(Bd)

N(Bs)

CMS LHCb (50fb-1) LHCb (300fb-1)

2250

271 40

400 2400

240

Crude extrapolations based on single event 
sensitivities in Phys. Rev. Lett. 111, 101805 (2013).

B(s)—>µµ - projections
• Detailed study in CMS PAS FTR-14-015  for CMS 

• Assuming fs/fd uncertainty 5%, B(B+->J/psi K) 3%.
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Figure 3: Projections of the mass fits to 300 fb�1 (left) and 3000 fb�1 (right) of integrated lu-
minosity (L), respectively assuming the expected performances of Phase-I and Phase-II CMS
detectors.

Table 3: The estimated analysis sensitivity from pseudo-experiments for different integrated
luminosities. Columns in the table are, from left to right: the total integrated luminosity, the
number of reconstructed B0

s and B0, the total uncertainties on the B0
s ! µ+µ� and B0 ! µ+µ�

branching fractions, the B0 statistical significance, and uncertainty on the ratio between the
branching fractions. Results up to 300 fb�1 are for the Phase-I scenario, whereas the result for
3000 fb�1 is for the Phase-II.

Estimate of analysis sensitivity
L ( fb�1) N(B0

s ) N(B0) dB(B0
s ! µ+µ�) dB(B0 ! µ+µ�) B0 sign. dB(B0!µ+µ�)

B(B0
s!µ+µ�)

20 18.2 2.2 35% > 100% 0.0 � 1.5 s > 100%
100 159 19 14% 63% 0.6 � 2.5 s 66%
300 478 57 12% 41% 1.5 � 3.5 s 43%
300 (barrel) 346 42 13% 48% 1.2 � 3.3 s 50%
3000 (barrel) 2250 271 11% 18% 5.6 � 8.0 s 21%

a 50% uncertainty. In the Phase-II scenario, the B0 ! µ+µ� decay can be detected with a
5.6 � 8.0 s statistical significance, the branching fractions B(B0 ! µ+µ�) and B(B0

s ! µ+µ�)
can be measured with a precision of 18% and 11% respectively, and their ratio can be measured
with a 21% uncertainty. In particular, it is worth to note the dramatic improvement of the B0

reconstruction performance, mainly coming from the better resolution of the upgraded CMS
tracker.

8 Conclusions

The present note outlines the simulation study performed in order to assess the CMS potential
to produce B-physics results also after the high-luminosity upgrade of LHC. The study was
focused on B0[B0

s ] ! µ+µ� decays and estimated the performance of CMS starting from the
public Run-1 measurement of this channel, extrapolated using full Geant 4 simulation where
possible, or educated assumptions where the simulation was missing. These extrapolations
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Figure 1: Constraint on NP contributions to the real part of the Wilson coe�cient C7 from
exclusive and inclusive branching ratios as well as combined constraint from these
branching ratios.

Imaginary part of C7

As discussed in sec. 2.3.4, the only stringent constraint on the imaginary part of C
NP
7

is expected
to come from ACP(B ! K

⇤
�). Using the experimental measurement in table 2, we find
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7 (µb) 2 [�0.064, 0.094] ⇥


�0.027

Im �C7
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@ 95% C.L. (39)

Using our numerics and theory error estimates detailed in section 2.3.3, we find

Im �C7(µb) = �0.027 ± 0.016 for B
0

! K
⇤
� , (40)

where the central value is dominated by vertex corrections and spectator scattering (cf. table 1)
and the uncertainty by our estimate of neglected contributions, including the soft gluon correc-
tion to the charm loop. From (40) it is clear that an accidental cancellation in the imaginary
part of �C7, that would make ACP tiny even in the presence of NP in Im C7, is not entirely
excluded. We note that the estimate of the soft gluon contribution in (20), that we omitted,
would make the constraint even stronger. In any case, a better understanding of the hadronic
contributions is crucial to better constrain this Wilson coe�cient.

Constraints on C0
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The virtues of the exclusive observables come to play in models predicting a NP contribution
to the “wrong-chirality” Wilson coe�cient C
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. In fig. 2, we show the constraints in the plane
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From: U.Haisch and 
USQCD Coll. http://www.usqcd.org/documents/13flavor.pdf  87 
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  Dominant systematic uncertainty for BR(Bs
0! µµ) 

  Relies on theoretical knowledge of ratio of BRs: 
–  Semileptonic:   Г(Bs

0 ! µX) = Г(B ! µX)  

–  Hadronic:   

–  BàJ/ψX:  

B0 
(s) →µµ :  dominant systematic : fs/fd 

Liu, Wang, Xie,  PRD89 (2014) 094010 

Fleischer, Serra, NT, PRD82 (2010) 034038 

11

• The ratio Rω/ρ between the branching ratios of Bd → J/ψω and Bd → J/ψρ0 decays can be given as,

Rth.
ω/ρ ≡

BR(Bd → J/ψω)

BR(Bd → J/ψρ0)
≈ 0.85+0.01

−0.03(ωB)
+0.00
−0.04(fM )+0.00

−0.02(ai)
+0.00
−0.04(mc)[0.85

+0.01
−0.07] , (66)

where most theoretical errors have been cancelled out in the ratio. This prediction is in good consistency with
the LHCb measurement [49] within errors,

BR(Bd → J/ψω)

BR(Bd → J/ψρ0)
= 0.89+0.20

−0.23 . (67)

Theoretically, both decay modes embrace the same transition at the quark level, which means the involved QCD
behavior is similar. The differences between their CP-averaged branching ratios come from their different decay
constants and masses.

• The ratio of BRs of Bs → J/ψK̄∗0 and Bd → J/ψK∗0 decays is predicted as

Rth.
s/d ≡

BR(Bs → J/ψK̄∗0)

BR(Bd → J/ψK∗0)
≈ 0.0333+0.0011

−0.0007(ωB)
+0.0001
−0.0004(fM )+0.0021

−0.0021(ai)
+0.0001
−0.0002(mc)[0.0333

+0.0024
−0.0022] , (68)

which agrees well with that shown in Ref. [48]

BR(Bs → J/ψK̄∗0)

BR(Bd → J/ψK∗0)
= 0.0343+0.006

−0.006 , (69)

and also with the CDF results [53]

BR(Bs → J/ψK̄∗0)

BR(Bd → J/ψK∗0)
= 0.062± 0.028 , (70)

where the BR(Bs → J/ψK∗0) measured by CDF Collaboration is [8.3± 3.8]× 10−5 [53].

• The ratio of the branching ratios of two Bs decay channels can be predicted as,

Rth.
K∗/φ ≡

BR(Bs → J/ψK̄∗0)

BR(Bs → J/ψφ)
≈ 0.040+0.001

−0.000(ωB)
+0.001
−0.000(fM )+0.001

−0.001(ai)
+0.001
−0.000(mc)[0.040

+0.002
−0.001] , (71)

which is also in good agreement with the entry derived from the available data [39, 48],

BR(Bs → J/ψK̄∗0)

BR(Bs → J/ψφ)
≈ 0.040+0.0133

−0.0119 . (72)

• In those two b̄ → s̄ transition modes, the theoretical ratio of BR(Bd → J/ψK∗0) to BR(Bs → J/ψφ) is

Rth.
d/s ≡

BR(Bd → J/ψK∗0)

BR(Bs → J/ψφ)
≈ 1.21+0.03

−0.04(ωB)
+0.00
−0.02(fM )+0.02

−0.02(ai)
+0.01
−0.03(mc)[1.21

+0.04
−0.06] ,

Rth.′
s/d ≡

BR(Bs → J/ψφ)

BR(Bd → J/ψK∗0)
≈ 0.83+0.03

−0.02(ωB)
+0.01
−0.00(fM )+0.01

−0.02(ai)
+0.01
−0.02(mc)[0.83

+0.03
−0.03]. (73)

which is consistent well with the existing data [39],

BR(Bd → J/ψK∗0)

BR(Bs → J/ψφ)
≈ 1.22+0.32

−0.27 . (74)
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• The ratio Rω/ρ between the branching ratios of Bd → J/ψω and Bd → J/ψρ0 decays can be given as,

Rth.
ω/ρ ≡

BR(Bd → J/ψω)

BR(Bd → J/ψρ0)
≈ 0.85+0.01

−0.03(ωB)
+0.00
−0.04(fM )+0.00

−0.02(ai)
+0.00
−0.04(mc)[0.85

+0.01
−0.07] , (66)

where most theoretical errors have been cancelled out in the ratio. This prediction is in good consistency with
the LHCb measurement [49] within errors,

BR(Bd → J/ψω)

BR(Bd → J/ψρ0)
= 0.89+0.20

−0.23 . (67)

Theoretically, both decay modes embrace the same transition at the quark level, which means the involved QCD
behavior is similar. The differences between their CP-averaged branching ratios come from their different decay
constants and masses.

• The ratio of BRs of Bs → J/ψK̄∗0 and Bd → J/ψK∗0 decays is predicted as

Rth.
s/d ≡

BR(Bs → J/ψK̄∗0)

BR(Bd → J/ψK∗0)
≈ 0.0333+0.0011

−0.0007(ωB)
+0.0001
−0.0004(fM )+0.0021

−0.0021(ai)
+0.0001
−0.0002(mc)[0.0333

+0.0024
−0.0022] , (68)

which agrees well with that shown in Ref. [48]

BR(Bs → J/ψK̄∗0)

BR(Bd → J/ψK∗0)
= 0.0343+0.006

−0.006 , (69)

and also with the CDF results [53]

BR(Bs → J/ψK̄∗0)

BR(Bd → J/ψK∗0)
= 0.062± 0.028 , (70)

where the BR(Bs → J/ψK∗0) measured by CDF Collaboration is [8.3± 3.8]× 10−5 [53].

• The ratio of the branching ratios of two Bs decay channels can be predicted as,

Rth.
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−0.001(ai)
+0.001
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which is also in good agreement with the entry derived from the available data [39, 48],

BR(Bs → J/ψK̄∗0)

BR(Bs → J/ψφ)
≈ 0.040+0.0133

−0.0119 . (72)

• In those two b̄ → s̄ transition modes, the theoretical ratio of BR(Bd → J/ψK∗0) to BR(Bs → J/ψφ) is

Rth.
d/s ≡

BR(Bd → J/ψK∗0)

BR(Bs → J/ψφ)
≈ 1.21+0.03

−0.04(ωB)
+0.00
−0.02(fM )+0.02

−0.02(ai)
+0.01
−0.03(mc)[1.21
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Rth.′
s/d ≡
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≈ 0.83+0.03

−0.02(ωB)
+0.01
−0.00(fM )+0.01

−0.02(ai)
+0.01
−0.02(mc)[0.83

+0.03
−0.03]. (73)

which is consistent well with the existing data [39],

BR(Bd → J/ψK∗0)

BR(Bs → J/ψφ)
≈ 1.22+0.32

−0.27 . (74)
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to (30). In Fig. 2, we illustrate the situation in the ob-
servable space of the R–A�� plane. It will be interesting
to complement these model-independent considerations
with a scan of popular specific NP models.

Let us finally note that the formalism discussed above
can also straightforwardly be applied to Bs(d) ! ⌧

+
⌧
�

decays where the polarizations of the ⌧ leptons can be

inferred from their decay products [10]. This would allow
an analysis of (13), where non-vanishing C� observables
would unambiguously signal the presence of the scalar S
term. Unfortunately, these measurements are currently
out of reach from the experimental point of view.

VI. CONCLUSIONS

The recently established width di↵erence ��s implies
that the theoretical B0

s ! µ
+
µ
� branching ratio in (1)

has to be rescaled by 1/(1� ys) for the comparison with
the experimental branching ratio, giving the SM refer-
ence value of (3.5± 0.2)⇥ 10�9. The possibility of NP in
the decay introduces an additional relative uncertainty
of ±9% originating from A�� 2 [�1,+1].
The e↵ective Bs ! µ

+
µ
� lifetime ⌧µ+µ� o↵ers a new

observable. On the one hand, it allows us to take into
account the Bs width di↵erence in the comparison be-
tween theory and experiments. On the other hand, it
also provides a new, theoretically clean probe of NP. In
particular, ⌧µ+µ� may reveal large NP e↵ects, especially
those related to (pseudo-)scalar `

+
`
� densities of four-

fermion operators originating from the physics beyond
the SM, even in the case that the B0

s ! µ
+
µ
� branching

ratio is close to the SM prediction.
The determination of ⌧µ+µ� appears feasible with the

large data samples that will be collected in the high-
luminosity running of the LHC with upgraded experi-
ments and should be further investigated, as this mea-
surement would open a new era for the exploration of
Bs ! µ

+
µ
� at the LHC, which may eventually allow

the resolution of NP contributions to one of the rarest
weak decay processes that Nature has to o↵er.

Acknowledgements

This work is supported by the Netherlands Organisa-
tion for Scientific Research (NWO) and the Foundation
for Fundamental Research on Matter (FOM).

[1] A. J. Buras, PoS BEAUTY 2011, 008 (2011)
[arXiv:1106.0998 [hep-ph]].

[2] R. Aaij et al. (LHCb Collaboration), arXiv:1203.4493
[hep-ex]; S. Chatrchyan et al. (CMS Collaboration),
arXiv:1203.3976 [hep-ex]; T. Aaltonen et al. (CDF Col-
laboration), Phys. Rev. Lett. 107, 239903 (2011) [Phys.
Rev. Lett. 107, 191801 (2011)] [arXiv:1107.2304 [hep-
ex]]; V. M. Abazov et al. (D0 Collaboration), Phys. Lett.
B 693, 539 (2010) [arXiv:1006.3469 [hep-ex]]; G. Aad et

al. (ATLAS Collaboration), arXiv:1204.0735 [hep-ex].
[3] A. Lenz and U. Nierste, arXiv:1102.4274 [hep-ph].
[4] R. Aaij et al. (LHCb Coll.), LHCb-CONF-2012-002.
[5] K. De Bruyn, R. Fleischer, R. Knegjens, P. Koppenburg,

M. Merk and N. Tuning, Phys. Rev. D 86, 014027 (2012)
[arXiv:1204.1735 [hep-ph]].

[6] W. Altmannshofer, P. Paradisi and D. M. Straub,
arXiv:1111.1257 [hep-ph].

[7] R. Fleischer, Phys. Rept. 370, 537 (2002) [hep-
ph/0207108].

[8] C.-S. Huang and W. Liao, Phys. Lett. B 525, 107 (2002)
[hep-ph/0011089].

[9] A. Dedes and A. Pilaftsis, Phys. Rev. D 67, 015012
(2003) [hep-ph/0209306].

[10] P. H. Chankowski, J. Kalinowski, Z. Was and M. Worek,
Nucl. Phys. B 713, 555 (2005) [hep-ph/0412253].

[11] I. Dunietz, R. Fleischer and U. Nierste, Phys. Rev. D 63,
114015 (2001) [hep-ph/0012219].

[12] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D
84, 052012 (2011) [arXiv:1106.3682 [hep-ex]]; R. Aaij et
al. (LHCb Collaboration), Phys. Lett. B 707, 349 (2012)
[arXiv:1111.0521 [hep-ex]].

[13] CMS Collaboration, CERN-LHCC-2011-006; LHCb Col-
laboration, CERN-LHCC-2012-007.

De Bruyn, Fleischer, NT, et al. Phys. Rev. Lett. 109, 041801 (2012)  

3

where the C� terms (15) cancel because of the ⌘� factor.
It would be most interesting to measure (19) since

a non-zero value immediately signaled CP-violating NP
phases. Unfortunately, this is challenging in view of the
tiny branching ratio and as tagging, distinguishing be-
tween initially present B

0

s and B̄
0

s mesons, and time in-
formation are required. An expression analogous to (19)
holds also for Bd ! µ

+
µ
� decays.

In practice, the branching ratio

BR
�
Bs ! µ

+
µ
��

exp
⌘ 1

2

Z 1

0

h�(Bs(t) ! µ
+
µ
�)i dt

(20)
is the first measurement, where the “untagged” rate

h�(Bs(t) ! f)i ⌘ �(B0

s (t) ! f) + �(B̄0

s (t) ! f)

/ e
�t/⌧Bs

⇥
cosh(yst/⌧Bs) + A�� sinh(yst/⌧Bs)

⇤
(21)

is introduced [5, 11]. The branching ratio (20) is ex-
tracted ignoring tagging and time information. As shown
in Ref. [5], due to the sizable width di↵erence, the ex-
perimental value (20) is related to the theoretical value
(calculated in the literature, see, e.g., Refs.[1, 6]) through

BR(Bs ! µ
+
µ
�) =


1 � y

2

s

1 + A�� ys

�
BR(Bs ! µ

+
µ
�)exp,

(22)
where

BR(Bs ! µ
+
µ
�)

BR(Bs ! µ+µ�)SM
= |P |2 + |S|2. (23)

The ys terms in (22) were so far not taken into account
in the comparison between theory and experiment.

A�� depends sensitively on NP and is hence essentially
unknown. Using (14) and varying A�� 2 [�1,+1] gives

�BR(Bs ! µ
+
µ
�)|ys = ±ysBR(Bs ! µ

+
µ
�)exp, (24)

which has to be added to the experimental error of (20).
In the SM, we have ASM

��
= +1 and rescale (1) corre-

spondingly by a factor of 1/(1 � ys), which results in

BR(Bs ! µ
+
µ
�)SM|ys = (3.5 ± 0.2) ⇥ 10�9

, (25)

where we have used (14). This is the SM reference for the
comparison with the experimental branching ratio (20).

IV. THE EFFECTIVE Bs ! µ+µ� LIFETIME

With more data available, the decay time information
can be included in the analysis. As we pointed out in
Ref. [5], the e↵ective lifetime

⌧µ+µ� ⌘
R1
0

t h�(Bs(t) ! µ
+
µ
�)i dt

R1
0

h�(Bs(t) ! µ+µ�)i dt
(26)

allows the extraction of

A�� ys =
(1 � y

2

s)⌧µ+µ� � (1 + y
2

s)⌧Bs

2⌧Bs � (1 � y2s)⌧µ+µ�
, (27)

yielding

BR (Bs ! µ
+
µ
�)

BR (Bs ! µ+µ�)
exp

= 2 �
�
1 � y

2

s

� ⌧µ+µ�

⌧Bs

. (28)

We emphasize that it is crucial to the above equations
that A�� in (17) indeed does not depend on the helicities
of the muons, i.e. A�� ⌘ A�

��
.

E↵ective lifetimes are experimentally accessible
through the decay time distributions of the same sam-
ples of untagged events used for the branching fraction
measurements, as illustrated by recent measurements of
the B

0

s ! J/ f0 and B
0

s ! K
+
K

� lifetimes [12] by
the CDF and LHCb collaborations: both attained a 7%
precision with approximately 500 events, while an even
larger sample of B

0

s ! µ
+
µ
� events can be collected

by the LHC experiments, assuming the Standard Model
value of the B

0

s ! µ
+
µ
� branching fraction. Although

a precise estimate is beyond the scope of this article, we
believe that the data samples that will be collected in the
planned high-luminosity upgrades of the CMS and LHCb
experiments [13] can lead to a precision of 5% or better.

V. CONSTRAINTS ON NEW PHYSICS

In order to explore constraints on NP, we introduce

R ⌘ BR(Bs ! µ
+
µ
�)exp

BR(Bs ! µ+µ�)SM
=


1 + A��ys

1 � y2s

� �
|P |2 + |S|2

�

=


1 + ys cos 2'P

1 � y2s

�
|P |2 +


1 � ys cos 2'S

1 � y2s

�
|S|2, (29)

where we have used (17) and (22). Using (1) and the
upper bound [2] yield R < 1.4, neglecting the theoretical
uncertainty from (1). In the case of ys = 0, R fixes a
circle in the |P |–|S| plane. For non-zero ys values, R

gives ellipses dependent on the phases 'P,S . As these
phases are in general unknown, a value of R results in
a circular band. We obtain the upper bounds |P |, |S| p
(1 + ys)R. As R does not allow us to separate the S

and P contributions, there may still be a large amount
of NP present, even if the measured branching ratio is
close to the SM value.
The measurement of ⌧µ+µ� and the resulting observ-

able A�� allows us to resolve this situation, as

|S| = |P |

s
cos 2'P � A��

cos 2'S + A��

(30)

fixes a straight line through the origin in the |P |–|S|
plane. In Fig. 1, we show the current R constraints in
the |P |–|S| plane, and illustrate also those corresponding
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De Bruyn, Fleischer, NT, et al. Phys.Rev. D86 (2012) 014027  

2

is a final-state dependent observable.
In experiment it is common practice to extract a

branching ratio from the total event yield, ignoring in-
formation on the particles’ lifetime. The “experimental”
branching ratio can thus be defined as follows [10]:

BR (Bs ! f)
exp

⌘
1

2

Z 1

0

h�(Bs(t) ! f)i dt (5)

=
1

2

"
Rf

H

�(s)
H

+
Rf

L

�(s)
L

#
=
⌧Bs

2

⇣
Rf

H
+Rf

L

⌘"
1 + A

f
��

ys
1 � y2s

#
.

Note that this quantity is the average of the branching
ratios for the heavy and light mass eigenstates.

On the other hand, what is generally calculated the-
oretically are CP-averaged decay rates in the flavor-
eigenstate basis, i.e.

h�(Bs(t) ! f)i
��
t=0

= �(B0

s ! f) + �(B̄0

s ! f). (6)

This leads to the following definition of the “theoretical”
branching ratio:

BR (Bs ! f)
theo

⌘
⌧Bs

2
h�(B0

s (t) ! f)i
���
t=0

=
⌧Bs

2

⇣
Rf

H
+Rf

L

⌘
. (7)

By considering t = 0, the e↵ect of B0

s–B̄
0

s mixing is
“switched o↵”. The advantage of this Bs branching
ratio definition, which has been used, for instance in
Refs. [11, 12], is that it allows a straightforward compar-
ison with branching ratios of B0

d or B+

u mesons by means
of the SU(3) flavor symmetry of strong interactions.

The experimentally measurable branching ratio,
Eq. (5), can be converted into the “theoretical” branch-
ing ratio defined by Eq. (7) through

BR (Bs ! f)
theo

=

"
1 � y2s

1 + A
f
��

ys

#
BR (Bs ! f)

exp
.

(8)
In the case of ys = 0, the theoretical and experimental
branching ratio definitions are equal.

Inspection of Eq. (8) reveals that ys and A
f
��

are re-
quired for the translation of the experimental branching
ratios into their theoretical counterparts. Ideally, the lat-
ter quantities should eventually be used in particle com-
pilations, in our opinion.

The decay width parameter ys is universal and has
already been measured, as summarized in Eq. (1). In
Fig. 1, we illustrate Eq. (8) for a variety of values of A

f
��

and observe that di↵erences between BR (Bs ! f)
theo

and BR (Bs ! f)
exp

as large as O(10%) may arise.
The simplest situation corresponds to flavor-specific

(FS) decays such as B0

s ! D�
s ⇡

+, where A
FS

��
= 0 and

the correction factor is simply given by 1 � y2s .
However, if both the B0

s and the B̄0

s mesons can de-
cay into the final state f , the observable A

f
��

is more
involved and depends, in general, on non-perturbative
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FIG. 1: Illustration of Eq. (8) for various values of A
f
��. We

also show the current LHCb measurement of ys [4].

hadronic parameters, CP-violating weak decay phases,
and the B0

s–B̄
0

s mixing phase �s. Assuming the SM struc-
ture for the decay amplitudes and using the SU(3) flavor
symmetry to determine the hadronic parameters from
relations to Bd decays, theoretical analyses of A

f
��

were
performed for the final states J/ � [12], K+K� [13],
J/ f0(980) [14], J/ KS [15] and D+

s D
�
s [16].

III. USING LIFETIME INFORMATION

The simplest possibility for implementing Eq. (8) is to
use theoretical information about the A

f
��

observables.
However, this input can be avoided once time information
of the untagged Bs decay data sample becomes available.
Then the e↵ective lifetime of the Bs ! f decay can be
determined, which is theoretically defined as the time
expectation value of the untagged rate [17]:

⌧f ⌘

R1
0

t h�(Bs(t) ! f)i dt
R1
0

h�(Bs(t) ! f)i dt

=
⌧Bs

1 � y2s

"
1 + 2A

f
��

ys + y2s
1 + A

f
��

ys

#
. (9)

The advantage of ⌧f is that it allows an e�cient extrac-

tion of the product of A
f
��

and ys. Using the e↵ective
lifetime, Eq. (8) can be expressed as

BR (Bs ! f)
theo

=


2 �

�
1 � y2s

� ⌧f
⌧Bs

�
BR (Bs ! f)

exp
.

(10)
Note that on the right-hand side of this equation only
measurable quantities appear and that the decay width
di↵erence ys enters at second order. The measurement of
e↵ective lifetimes is hence not only an interesting topic
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B0→K*µµ : Projections 

  Statistics for B0→K*µµ : 

  Understand theory: 
–  Measure q2 dependence 

•  To disentangle charm loop effects! 
–  Factorisable power corrections 
–  Form factors 

B->K*µµ projections
• Assuming trigger/selection efficiency the same as run 1. 

• Project number of B->K*µµ in 1<q2<6 GeV region.

12

Run 1 Run 1-3(4) Run 1-5

LHCb

CMS

600 20,000 120,000*

300 10,000 100,000
JHEP 02 (2016) 104

• Looking forward to run 1 results from ATLAS

Phys. Lett. B 753 (2016) 424

* Assuming LHCb gets 300fb-1.

Pomery, Egede, Owen, Petrides, Blake 

B→K∗μ+μ-: future SM errors 

For P5 in [4, 6] GeV2 bin:

�0.82+0.01
�0.01

+0.02
�0.02

+0.03
�0.06

+0.06
�0.06

+0.07
�0.08

′

Dominant uncertainty of O(10%) due to long-distance cc contribution 
cannot be calculated from first principles at present.  Achieving % level 
precision in B→K∗μ+μ- & related modes would require breakthrough 

in our understanding of non-perturbative QCD.  Maybe experiment can 
help by measuring long-distance cc effects

-

-

[see Patrick’s talk & Petridis, Rare B Decays: Theory and Experiment 2016]
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b→sll : Projections 

  Statistics for B0→K*µµ : 

  Understand theory for B0→K*µµ : 
–  Measure q2 dependence 

•  To disentangle charm loop effects! 
–  Factorisable power corrections 
–  Form factors 

  Many more observables! 
–  Lepton-flavour universality, RK* 

–  Lepton-flavour violation searches 
–  BR’s 
–  AFB(S6), A9, ... 
–  B0 →K*ee 
–  … 

B->K*µµ projections
• Assuming trigger/selection efficiency the same as run 1. 

• Project number of B->K*µµ in 1<q2<6 GeV region.

12

Run 1 Run 1-3(4) Run 1-5

LHCb

CMS

600 20,000 120,000*

300 10,000 100,000
JHEP 02 (2016) 104

• Looking forward to run 1 results from ATLAS

Phys. Lett. B 753 (2016) 424

* Assuming LHCb gets 300fb-1.

Pomery, Egede, Owen, Petrides, Blake 

B→K∗μ+μ-: future SM errors 

For P5 in [4, 6] GeV2 bin:

�0.82+0.01
�0.01

+0.02
�0.02

+0.03
�0.06

+0.06
�0.06

+0.07
�0.08

′

Dominant uncertainty of O(10%) due to long-distance cc contribution 
cannot be calculated from first principles at present.  Achieving % level 
precision in B→K∗μ+μ- & related modes would require breakthrough 

in our understanding of non-perturbative QCD.  Maybe experiment can 
help by measuring long-distance cc effects

-

-

[see Patrick’s talk & Petridis, Rare B Decays: Theory and Experiment 2016]
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Experiment vs Theory 

  For very long, flavour observables will stay statistically limited! Sensitivity prospects 

•  Many observables with large New Physics sensitivity even 
after Run 4 still statistically limited 

•  More data would clearly help… 

Johannes Albrecht 

Particle Physics Seminar Bern (62/64) O. Steinkamp13.05.2015

Physics
● with 50 fb-1, approach theory uncertainties in key observables, e.g.:

[M.H.Schune at “Heavy Flavour in the HL-LHC Era”, Aix les Bains, 2013]

● also: reinforce LHCb as a general purpose forward detector for

● electroweak boson production, lepton flavour violation, exotic searches, …

31. August 2016 

LH
C

b-P
U

B
-2014-040 

14/30 

Flavour precision observables

Theoretical errors in some observables at % level or below. If measured 
with a comparable precision one could learn a lot about exotic tree-level 

effects, penguin pollution, lepton-flavour universality violating couplings, etc.  

[Bordone et al., 1605.07633]O(1%)�RK , �RK� , . . .

[Fajfer et al., 1203.2654]O(1%)�RD�

[Brod & Zupan, 1308.5663]�� O(10�7)

�� O(1%) [Ciuchini et al., hep-ph/0507290]
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CKM unitarity triangle: test consistency 

  Precision measurements to scrutinize the Standard Model 
  Precision measurements only way to reach very high mass scales 
  Precision measurements are not yet precise enough 

CKM fit in 2013
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,

[Charles et al., 1309.2293]

CKM fit in 10 years
[Charles et al., 1309.2293]

Stage II: 

- 50 fb-1 of LHCb data

- 50 ab-1 of Belle II data

- δfBq = O(1%),          
δVub= O(2%)

Lattice QCD improvements crucial to obtain such tight constraints  
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,
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The	need	for	more	precision
# “Imagine	if	Fitch	and	Cronin	had	stopped	at	the	1%	level,	
how	much	physics	would	have	been	missed”

– A.Soni

# “A	special	search	at	Dubna was	carried	out	by	Okonov and	
his	group.	They	did	not	find	a	single	KL0→π+π– event	
among	600	decays	into	charged	particles	(Anikira et	al.,	
JETP	1962).	At	that	stage	the	search	was	terminated	by	
the	administration	of	the	lab.	The	group	was	unlucky.”

– L.Okun
(remember:	B(KL0→π+π–)	~	2	10–3)

ICHEP	2016	-- I.	Shipsey



LHCb = more than flavour 
                         pdfs, jets, heavy-ion, EW, exotic states… 
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Figure 2: (top left) Two-dimensional SV-tag BDT distribution and (top right) fit for events in
the subsample with pT(µ)/pT(jµ) > 0.9, projected onto the (bottom left) BDT(bc|udsg) and
(bottom right) BDT(b|c) axes. Combined data for

p
s = 7 and 8 TeV for both muon charges are

shown.

against other jet types. The SV track multiplicity identifies b jets well, since b-hadron
decays typically produce many displaced tracks. In Fig. 4, the distributions of Mcor and
SV track multiplicity for a subsample of SV-tagged events with BDT(bc|udsg) > 0.2 (see
Fig. 2) are fitted simultaneously. The templates used in these fits are obtained from data

7

Impact of existing LHCb results on PDFs

Many LHCb 7 TeV results on electroweak boson production now
included in PDF fits.
Large impact on pre-LHC PDF knowledge.

Shown here NNPDF down quark PDF and uncertainties (normalised
so central value pre-LHC is unity):

I Green: PDF fit using HERA data
I Blue: PDF fit using HERA data and 7 TeV LHCb data

W. Barter (CERN) Electroweak Production Physics at LHCb 27/10/2015 10 / 52

Asymmetries in Z boson decays

W. Barter (CERN) Electroweak Production Physics at LHCb 27/10/2015 47 / 52

In practice resonances decaying strongly into J/ p must have a minimal quark content
of ccuud, and thus are charmonium-pentaquarks; we label such states P+

c , irrespective of
the internal binding mechanism. In order to ascertain if the structures seen in Fig. 2(b)
are resonant in nature and not due to reflections generated by the ⇤⇤ states, it is necessary
to perform a full amplitude analysis, allowing for interference e↵ects between both decay
sequences.

The fit uses five decay angles and the K�p invariant mass mKp as independent variables.
First we tried to fit the data with an amplitude model that contains 14 ⇤⇤ states listed by
the Particle Data Group [12]. As this did not give a satisfactory description of the data,
we added one P+

c state, and when that was not su�cient we included a second state. The
two P+

c states are found to have masses of 4380± 8± 29 MeV and 4449.8± 1.7± 2.5 MeV,
with corresponding widths of 205± 18± 86 MeV and 39± 5± 19 MeV. (Natural units are
used throughout this Letter. Whenever two uncertainties are quoted the first is statistical
and the second systematic.) The fractions of the total sample due to the lower mass and
higher mass states are (8.4± 0.7± 4.2)% and (4.1± 0.5± 1.1)%, respectively. The best fit
solution has spin-parity JP values of (3/2�, 5/2+). Acceptable solutions are also found
for additional cases with opposite parity, either (3/2+, 5/2�) or (5/2+, 3/2�). The best
fit projections are shown in Fig. 3. Both mKp and the peaking structure in mJ/ p are
reproduced by the fit. The significances of the lower mass and higher mass states are 9
and 12 standard deviations, respectively.
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Figure 3: Fit projections for (a) mKp and (b) mJ/ p for the reduced ⇤⇤ model with two P+
c states

(see Table 1). The data are shown as solid (black) squares, while the solid (red) points show the
results of the fit. The solid (red) histogram shows the background distribution. The (blue) open
squares with the shaded histogram represent the Pc(4450)+ state, and the shaded histogram
topped with (purple) filled squares represents the Pc(4380)+ state. Each ⇤⇤ component is also
shown. The error bars on the points showing the fit results are due to simulation statistics.
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In practice resonances decaying strongly into J/ p must have a minimal quark content
of ccuud, and thus are charmonium-pentaquarks; we label such states P+

c , irrespective of
the internal binding mechanism. In order to ascertain if the structures seen in Fig. 2(b)
are resonant in nature and not due to reflections generated by the ⇤⇤ states, it is necessary
to perform a full amplitude analysis, allowing for interference e↵ects between both decay
sequences.

The fit uses five decay angles and the K�p invariant mass mKp as independent variables.
First we tried to fit the data with an amplitude model that contains 14 ⇤⇤ states listed by
the Particle Data Group [12]. As this did not give a satisfactory description of the data,
we added one P+

c state, and when that was not su�cient we included a second state. The
two P+

c states are found to have masses of 4380± 8± 29 MeV and 4449.8± 1.7± 2.5 MeV,
with corresponding widths of 205± 18± 86 MeV and 39± 5± 19 MeV. (Natural units are
used throughout this Letter. Whenever two uncertainties are quoted the first is statistical
and the second systematic.) The fractions of the total sample due to the lower mass and
higher mass states are (8.4± 0.7± 4.2)% and (4.1± 0.5± 1.1)%, respectively. The best fit
solution has spin-parity JP values of (3/2�, 5/2+). Acceptable solutions are also found
for additional cases with opposite parity, either (3/2+, 5/2�) or (5/2+, 3/2�). The best
fit projections are shown in Fig. 3. Both mKp and the peaking structure in mJ/ p are
reproduced by the fit. The significances of the lower mass and higher mass states are 9
and 12 standard deviations, respectively.
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Figure 3: Fit projections for (a) mKp and (b) mJ/ p for the reduced ⇤⇤ model with two P+
c states

(see Table 1). The data are shown as solid (black) squares, while the solid (red) points show the
results of the fit. The solid (red) histogram shows the background distribution. The (blue) open
squares with the shaded histogram represent the Pc(4450)+ state, and the shaded histogram
topped with (purple) filled squares represents the Pc(4380)+ state. Each ⇤⇤ component is also
shown. The error bars on the points showing the fit results are due to simulation statistics.
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Projected sensitivities 
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DUS, ÓF WE HEBBEN DE Z’- BOSON GEVONDEN, 
ÓF MARCEL ZET NET DE WATERKOKER AAN 
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WELL,  EITHER  WE’VE  FOUND  A LEPTOQUARK,  
OR  GEORGIOS’S   JUST  PUT  THE  KETTLE  ON 

 


