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Provisional Results for the 
Analysis of the CIBM for the 
Second Version of the BIS in 

the LHC



• Beam Interlock System II is the second version of the current BIS, and the plan is to install it in the Long
Shutdown 3.

• The BIS is installed in not only the LHC, but many more machines. The LHC was looked at first as it is the most
stringent.

• The BIS takes inputs from User Systems spread around the LHC and prevents beam operation if a User System
indicates that there is a problem, or that it is not ready for beam operation.

Background
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Figure 2: LHC with Permit Loops, Controllers & 

Dumping System (B.Todd, 2007) 

Figure 1: Breakdown of the BIS Reaction Time 

(B.Todd, 2007) 



• In order to understand the BIS2 and how the system works, an initial look at the current BIS was
carried out.

• This also allowed for a familiarisation of it’s functionality and the role of the sub-systems.

Block Diagram of the Current BIS
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• A block diagram of the proposed BIS2 can be drawn up which helps to highlight the
high-level differences between the two systems.

Block Diagram of BIS2
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Approach
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• Initially determining the overall reliability target for the BIS as a system.

• Data compiled in the AFT will be used, alongside the “Risk Matrices for CERN Accelerators” document, to
determine an acceptable failure rate.

There are 2 main failure modes of interest that can be identified for the BIS:

• False Dump – Beam dump initiated when no failure occurs.

• Blind Failure – BIS does not initiate a beam dump when there is a failure.

• Begin with top-down approach to define reliability requirements.

• Follow this with bottom-up approach (component level analysis) in-line with the top-down requirements.

• Using Isograph, we plan to do: Prediction Analysis  FMECA Fault Tree Analysis.

• AvailSim4 to also be used to carry out further analysis and comparison.

• Note: This analysis is for the BIS2 present in the LHC. The BIS is also present in the other accelerators and
studies will be also be carried out for them.



Reliability Target for the LHC (Courtesy of Thomas Cartier-Michaud, et al.)

6/17/2021 Kamil Osman | BIS2: CIBM Reliability Analysis for the LHC 6

Key:

- Target Rate for Blind Failures

- Target Rate for False Dumps

- Achieved Rate for False Dumps

• Using the Risk Matrix above based on AFT data, the rate achieved for the current BIS in operation can be

highlighted.

• Achieved rate for False Dumps is covering the period from 2010 – 2018 (there was a 2 year shut down in

this period).

• Following this, and the recovery time for the LHC, the reliability target for the BIS2 in the LHC can also be

highlighted.



Top-Down Approach to Create a 
High-Level Fault-Tree in Order to 
Determine System Reliability



High-Level Fault-Tree Using Isograph

Example: Fault-Tree for Blind Failure
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Begun with a top-down approach to identify the causes of the 2 main Failure Modes:

• The aim of the bottom-up approach is to calculate the failure rates of the individual sub-systems belonging to the fault-tree.

• These can then be inputted into the fault-tree above. This presentation is showing the failure rate calculation of the CIBM.



Bottom-Up Approach to Determine 
the Reliability of the CIBM



Approach Taken using Isograph
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Controls Interlocks Beam Manager

• In total, there are 347 individual 
components that need to be individually 
analysed:

• Failure rates determined

• FMECA analysis 
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Prediction Model Analysis
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• For each component in the CIBM 

we estimate the failure rate with 

the Military Handbook 217+.

• When the military handbook 

doesn’t provide any data, we take 

the manufactures failure rate and 

input that directly in the Isograph. 

• Assumptions taken: 

• Duty Cycle = 1 

• Cycling Rate = 2

• Ambient Case Rise 10

• Relative Humidity Factor = 1

• Inputs for the Voltage Stress 

Ratio was taken from the 

schematics of the CIBM in 

Altium.

• Time invested ~ 4 weeks.



FMECA Analysis
• This analysis was done together with the BIS team. Every failure mode for every component was 

looked at to determine the failure effect. 

• Used the Military Handbook 338 to determine the apportionment failure rate of component types.

• Time invested ~ 8 weeks.
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CIBM Analysis – Results for a Single CIBM

• There are 4 main failure modes that have 
been identified through the FMECA 
analysis:

• Blind Failure

• False Dump

• No Effect

• Maintenance

• This fault-tree is generated automatically 
through Isograph following the FMECA 
analysis.
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CIBM Analysis – Results for a Single CIBM
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Reliability for 

a 10 Year 

Period

Reliability for 

a 1 Year 

Period

Reliability for 

a 1 Week 

Period

Reliability for 

a 1 LHC Day 

(20h Fill)

Reliability for 

a 10 hour fill

Overall 0.9767210826 0.9976473567 0.9999548287 0.9999946224 0.9999973112

Blind Failure 0.9999379863 0.9999937985 0.9999998811 0.9999999858 0.9999999929

False Dump 0.9869632253 0.9986886107 0.9999748339 0.999997004 0.999998502

No Effect 0.9955921688 0.9995583401 0.999991528 0.9999989914 0.9999994957

Maintenance 0.9940656165 0.9994049709 0.9999885852 0.9999986411 0.9999993205

Once the fault-tree is created, Isograph

can run a simulation to calculate the 

reliability of the system depending on 

the inputted time period.



CIBM Analysis – Results for a Single CIBM
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On the global CIBM behaviour, the failure rate by sub-system type in the CIBM was identified:



CIBM Analysis – Results for a Single CIBM
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Additionally, a breakdown by the sub-system type within the CIBM was provided to the BIS team. A plot 

below shows the component vs failure rate of the Artix_7_Power, as an example:



CIBM Analysis – Results for a Single CIBM
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• All the data created through Isograph following the prediction and FMECA analysis was exported out 

of Isograph to create out further analysis on Excel.

• We provided additional detailed results to the system experts for further evaluation. This included 

failure rates by component types and sub-systems, and by failure effects.



CIBM Analysis – Results for a Single CIBM
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This chart was created for each of the failure modes to show the failure effects. This clearly 

highlights to the experts the largest contributors to the given failure effects.



CIBM Analysis – Results for a Single CIBM

• Plots were also created for the CIBM in its entirety.

• The system experts were given data on how the chosen component types contributed to the overall 
failure rate.

6/17/2021 Kamil Osman | BIS2: CIBM Reliability Analysis for the LHC 20



• We have analysed the CIBM prototype for the BIS2 and have used the full chain of 
tools available on Isograph, from Prediction  FMECA Fault-Tree Modelling.

• The results were provided to the experts for further analysis and feedback.

• The analysis of a single CIBM took 3 months to complete, but this has established a 
clear route on how to carry out the analysis for the remaining sub-systems of BIS2.

• The results are only covering a single CIBM. There are 68 CIBMs that all need to be 
analysed. The next step is to begin the analysis of the CIBU with the system experts, 
which there are 200. When all the sub-systems have been analysed, a model for the 
entire BIS needs to be completed.

Conclusions & Outlook
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