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Glauber Modeling in Nuclear Collisions 14

3 Relating the Glauber Model to Experimental Data

Unfortunately, neither Npart nor Ncoll can be directly measured in a RHIC exper-
iment. Mean values of such quantities can be extracted for classes of (Nevt) mea-
sured events via a mapping procedure. Typically a measured distribution (e.g.,
dNevt/dNch) is mapped to the corresponding distribution obtained from phe-
nomenological Glauber calculations. This is done by defining “centrality classes”
in both the measured and calculated distributions and then connecting the mean
values from the same centrality class in the two distributions. The specifics of this
mapping procedure differ both between experiments as well as between collision
systems within a given experiment. Herein we briefly summarize the principles
and various implementations of centrality definition.

3.1 Methodology
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Figure 8: A cartoon example of the correlation of the final state observable
Nch with Glauber calculated quantities (b, Npart). The plotted distribution and
various values are illustrative and not actual measurements (T. Ullrich, private
communication).

The basic assumption underlying centrality classes is that the impact param-
eter b is monotonically related to particle multiplicity, both at mid and forward
rapidity. For large b events (“peripheral”) we expect low multiplicity at mid-
rapidity, and a large number of spectator nucleons at beam rapidity, whereas
for small b events (“central”) we expect large multiplicity at mid-rapidity and a
small number of spectator nucleons at beam rapidity (Figure 8). In the simplest

In hadronic HI collisions, particle production follows the geometry of each collision: 
the closer together the ions are (smaller b), the more produced particles


Soft processes ~ Npart (participants), hard processes ~ Ncoll (binary collisions)
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Stripped nuclei have 
very strong EM fields  
(B=O(1015) T!)
Z=82 packed into a subatomic 
volume traveling ultra relativistic 
speeds (Lorentz contracted)!

Classical fields can be understood 
as a source of nearly-real high 
energy photons!

A powerful QCD laboratory is also 
a powerful QED laboratory!



Exclusive γγ processes
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Heavy ion collisions are excellent QED & BSM laboratories!
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Observing light-by-light scattering at the Large Hadron Collider

David d’Enterria1 and Gustavo G. Silveira2

1CERN, PH Department, 1211 Geneva, Switzerland
2UC Louvain, Center for Particle Physics and Phenomenology (CP3), Louvain-la-Neuve, Belgium

Elastic light-by-light scattering (γ γ → γ γ) is open to study at the Large Hadron Collider thanks to
the large quasi-real photon fluxes available in electromagnetic interactions of protons (p) and lead
(Pb) ions. The γ γ → γ γ cross sections for diphoton masses mγγ > 5 GeV amount to 105 fb, 260 pb,
and 370 nb in p-p, p-Pb, and Pb-Pb collisions at nucleon-nucleon center-of-mass energies

√
s
NN

= 14
TeV, 8.8 TeV, and 5.5 TeV respectively. Such a measurement has no substantial backgrounds in
Pb-Pb collisions where one expects about 70 signal events per run, after typical detector acceptance
and reconstruction efficiency selections.

PACS numbers: 12.20.-m, 13.40.-f, 14.70.-e, 25.20.Lj

Introduction. – The elastic scattering of two photons in vacuum (γ γ → γ γ) is a pure quantum-mechanical
process that proceeds at leading order in the fine structure constant, O(α4), via virtual one-loop box diagrams
containing charged particles (Fig. 1). Although light-by-light (LbyL) scattering via an electron loop has been
precisely, albeit indirectly, tested in the measurements of the anomalous magnetic moment of the electron [1]
and muon [2], its direct observation in the laboratory remains elusive still today. Out of the two closely-related
processes –photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon-splitting in
a strong magnetic field (“vacuum” birefringence) [4, 5]– only the former has been clearly observed [6]. Several
experimental approaches have been proposed to directly detect γ γ → γ γ in the laboratory using e.g. Compton-
backscattered photons against laser photons [7], collisions of photons from microwave waveguides or cavities [8] or
high-power lasers [9, 10], as well as at photon colliders [11, 12] where energetic photon beams can be obtained by
Compton-backscattering laser-light off electron-positron (e+e−) beams [13]. Despite its fundamental simplicity, no
observation of the process exists so far.

In the present letter we investigate the novel possibility to detect elastic photon-photon scattering using the
large (quasi-real) photon fluxes of the protons and ions accelerated at TeV energies at the CERN Large Hadron
Collider (LHC). In the standard model (SM), the box diagram depicted in Fig. 1 involves charged fermions (leptons
and quarks) and boson (W±) loops. In extensions of the SM, extra virtual contributions from new heavy charged
particles are also possible. The study of the γ γ → γ γ process –in particular at the high invariant masses reachable
at photon colliders– has thus been proposed as a particularly neat channel to study anomalous gauge-couplings [11,
12], new possible contributions from charged supersymmetric partners of SM particles [14], monopoles [15], and
unparticles [16], as well as low-scale gravity effects [17, 18] and non-commutative interactions [19].
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FIG. 1: Schematic diagram of elastic γ γ → γ γ collisions in electromagnetic proton and/or ion interactions at the LHC. The
initial-state photons are emitted coherently by the protons and/or nuclei which survive the electromagnetic interaction.

Photon-photon collisions in “ultraperipheral” collisions of proton [20, 21] and lead (Pb) beams [22] have been
experimentally observed at the LHC [23–27]. All charges accelerated at high energies generate electromagnetic
fields which, in the equivalent photon approximation (EPA) [28], can be considered as γ beams [29]. The
emitted photons are almost on mass shell, with virtuality −Q2 < 1/R2, where R is the radius of the charge,
i.e. Q2 ≈ 0.08 GeV2 for protons with R ≈ 0.7 fm, and Q2 < 4·10−3 GeV2 for nuclei with RA ≈ 1.2A1/3 fm,
for mass number A > 16. Naively, the photon-photon luminosities are suppressed by a factor α2 ≈ 5·10−5 and

photon pair production  
(via quark, lepton, W, BSM? loops)

poster by Melike Akbiyik
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Nearly perfect fluid $ Hydrodynamic evolution
The system evolves from the initial energy density distribution

according to energy and momentum conservation:

@µT
µ⌫ = 0

Tµ⌫ = (✏+ P )uµu⌫ � Pgµ⌫ + ⇡µ⌫

MUSIC B. Schenke, S. Jeon, C. Gale, Phys. Rev. C82, 014903 (2010); Phys.Rev.Lett.106, 042301 (2011)

3+1D event-by-event relativistic viscous hydrodynamic simulation

initial ideal
shear viscosity
⌘/s = 0.16

evolve to

⌧ = 6 fm/c

Björn Schenke (BNL) TRW2012 BNL 4/26

µ

µ

• Even as the nuclei overlap, one can still expect to observe 
dileptons from gamma-gamma processes 
• Can they resolve any aspects of the QGP evolution or initial B fields?

µ

µ

γ
γ💥

💥

Exclusive γγ processes in nonUPC



Impact parameter of photon flux

Photon and Gluon Induced Processes 507 

Chapter 2 

Equivalent Photon Approximation 

A nucleus moving at nearly the speed of light has almost transverse electromagnetic fields; the electric 
and magnetic fields have the same absolute value and are perpendicular to each other. Therefore an 
observer can not distinguish between these transverse electromagnetic fields and an equivalent swarm 
of photons, see Fig-S.1 Equating the energy flux of the electromagnetic fields through a transverse plane 
with the energy content of the equivalent photon swarm yields the equivalent photon distribution n(w), 
which tells how many photons with frequency w do occur. This derivation is presented in the first 
Subsection. 

v=o 

Figure 2.1: Fermis idea leading to the Equivalent Photon Approximation: As the velocity of the charge ap 
proaches the speed of light, its electromagnetic field becomes Lore&-contracted (b) and similar 
to a parallel-moving photon-cloud (c). 

This is already the idea of the Equivalent Photon Approximation. It has been first developed by 
E. Fermi [57]. Often this method is also called Weizsiicker-Williams-Method as E. J. Williams [I351 
and C. F. v. Weizsicker [134] independently extended Fermis idea. A good review of results and various 
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Glauber calculation

x = kb/γ
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STARlight  
formalism:

n(k, b) =
d3Nγ

d2bdk
∝

αZ2

kb2
f(kb/γ)

For a point charge:

SciPost Phys. 11, 064 (2021)

in these predictions, and is the data/theory comparison consistent within these? We will in
particular consider in detail the naively most obvious source of theoretical uncertainty, due
to the modelling of the survival factor. We find that reasonable model variations within the
approach of SuperChic (based on the formalism described in e.g. [33]) only affect the pre-
dictions at the Æ 1% level, and similarly for uncertainties in the underlying hadron EM form
factors. Hence we expect the theoretical uncertainty due to the survival factor to be small, and
this cannot account for the apparent discrepancy between data and theory.

One may nonetheless question the model dependence of such a statement. To clarify this
further we in addition consider very extreme variations in the evaluation of the survival factor.
We will show in particular that it is only by including a survival probability that corresponds to
the case of inelastic hadron–hadron interactions occurring with unit probability out to impact
parameters bi? ⇠ 3RA that the ATLAS data begins to be matched by the predictions. For PbPb
collisions in particular, this separation is beyond the reach of QCD. This underlines the basic,
rather model independent, point that a significant fraction of elastic PI scattering occurs for
hadron–hadron impact parameters that are simply outside the range of QCD interactions, and
hence this sets a lower bound on the survival factor in any physically reasonable approach.
Given this, we will also briefly review other potential sources of uncertainty, due to higher
order QED effects in PbPb case, and final–state photon emission in both the pp and PbPb
cases.

The outline of this paper is as follows. In Section 2.1 we present a brief recap of the
theoretical framework used to calculate PI production at the LHC. In Section 2.2 we discuss
how the bi? > RA cut can be implemented within our calculation. In Section 3 we present
results for the impact of this on ATLAS pp and PbPb data. In Section 4 we discuss the theoretical
uncertainties on these predictions, focussing on the survival factor. Finally, in Section 5 we
conclude.

2 Theory

2.1 Elastic photon–initiated production in hadron collisions: recap

The basic formalism follows that described in for example [26]. That is, the elastic photon–
initiated cross section in N1N2 collisions is given in terms of the equivalent photon approxima-
tion (EPA) [34] by

�N1N2!N1X N2
=
Z

dx1dx2 n(x1)n(x2)�̂��!X , (1)

where Ni denotes the parent particle, and the photon flux is
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includes survival and polarization effects, forward neutrons now available in SC4.2

SuperChic  
formalism:
SciPost Phys. 11, 064 (2021) 

Comput.Phys.Commun.  
212 (2017) 258-268

no radial 
cutoffs!



UPC dileptons: rapidity and mass
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Dielectron cross sections have systematically disagree with STARLIGHT: similar spectral 
shape in mass, but steady rise with |yee|.  


SuperChic describes shape of distribution better, but overpredicts data 
(perhaps due to absence of HO contributions, e.g. Tang & Zha, JHEP 08 (2021) 083)

pTe > 2.5 GeV, |ηe|<2.47, mee > 5 GeV, pTee < 2 GeV

more than two photons in the initial state) are relevant and would tend to reduce the predicted cross-sections
by the observed discrepancies [46].
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Figure 6: Fully corrected di�erential cross-sections measured inclusively in ZDC categories for exclusive dielectron
production, WW ! 4

+
4
�, as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for data (dots) and MC predictions from

S�������� (solid blue) and S����C��� (dashed red). Bottom panels present the ratios of data to MC predictions.
The shaded area represents the total uncertainty of the data, excluding the 2% luminosity uncertainty.

The di�erential cross-sections as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for the 0n0n category
are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
S����C��� v3.05. Both simulated samples were produced inclusively and reweighted to the 0n0n category
using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well
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UPC dileptons: initial photon energy 
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k1,2 = (mμμ/2)exp(±yμμ)

Can combine mµµ and yµµ to 
estimate photon energies

Overall good agreement but clear 
enhancements at low and high k: 

consistent with relaxing impact parameter 
cuts in STARlight (Harland-Lang, et al)

SciPost Phys. 11, 064 (2021)
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Figure 2: Normalized differential cross sections as a function of the (top left) dimuon
rapidity, (top right) maximum photon energy (kmax) and minimum photon energy
(kmin), and (bottom) dimuon invariant mass, calculated using a modified version of
SuperChic 4 [1]. The ratio of the full result to the case with the bi? > RA cut
imposed is given; in both cases the survival factor is included.

same ratio of normalized distributions as before, but now with respect to these variables.
Remarkably, comparing with Fig. 10 of [24] we can see that precisely this trend is reproduced
by our results, and hence once again we can expect a greatly improved description of these
distributions by removing the bi? > RA cut. This distribution in addition gives some insight
into the reason why this cut affects the results differentially in such a way. In particular, we
can see from (3) that the minimum value of the photon Q2

i is proportional to the momentum
fraction x2

i . Higher values of kmax correspond to higher values of the corresponding photon
momentum fraction, and hence higher values of Q2

i on average. We can then see from Fig. 1
that larger Q2

i is precisely where the impact of the bi? > RA cut is higher; in particular as the
interaction is then less peripheral. This effect in addition explains the impact of the cut on
higher rapidities, which are correlated with an increased kmax. While the corresponding xi
value of the other photon in this case will be lower, and hence one would expect a reduced
impact from the cut on this side, it is clear from our results that it is the effect of increasing xi
that dominates.

The enhancement in the low kmin case is therefore simply because this is kinematically
correlated with larger kmax for the other photon. In particular, for yµµ = 0 we have kmin = 5
GeV, due to the lower limit on mµµ in the data, and hence indeed the region of kmin below this
is due to production away from central rapidities. The enhancement for kmin values above this
corresponds to the larger mµµ region, which are rather kinematically suppressed. Nonetheless,
again in [24] there is some hint of a corresponding excess in the ratio of data to STARlight,
albeit within very limited statistics.

A further way we can examine the effect of this cut is to consider the invariant mass distri-

10

Harland-Lang, et al (SuperChic),  
SciPost Phys. 11, 064 (2021) 

Phys. Rev. C 104, 024906 (2021)
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Figure 7: As in Fig. 4 but with the ATLAS data in the dielectron channel [25] for the same mass bins (and

with a very similar event selection) shown. Theoretical predictions correspond to the dimuon event selection,

but results for the dielectron case (which is very similar) are barely distinguishable, and hence are not shown

for clarity. The solid histograms correspond to the default SuperChic 4.2 predictions, while the dashed curves

correspond to the result with the �A ! A⇤
cross section (34) multiplied by 0.8, for comparison.

Figure 8: Comparison of SuperChic 4.2 predictions to ATLAS data [25] on ultraperipheral electron pair pro-

duction in PbPb collisions at
p
snn = 5.02 TeV in the 0n0n channel, and for a range of kinematic variables.

The electrons are required to have p?,e > 2.5 GeV, |⌘e| < 2.4, mee > 5 GeV and p?,µµ < 2 GeV. Data errors

correspond to systematic and statistical added in quadrature, and are shown by the grey band in the data/theory

ratios.
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ZDC selected event-fractions reflect impact parameter dependence of n(k,b)


New implementation of neutron fragmentation, good comparison 
to ee and µµ data, but better description after reducing 𝛄A cross sections
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Figure 3: Acoplanarity distribution in the data sample (markers) of WW ! 4
+
4
� candidates selected with 10 < <44 <

20 GeV and |H44 | < 0.8 requirements. The sample is split into 0n0n (top left), Xn0n (top right), XnXn (bottom left)
and inclusive (bottom right) categories. The fitted dissociative background in each category is shown with the green
dashed line, while the prediction for the signal process is shown by the red line. The sum of the two components is
shown with the solid blue line. The resulting estimate of the background fraction in the data, 5bkg, is given in the
legend. The shaded area represents the total uncertainty of the sum of signal and background components.

ratio in the | cos \⇤ | distribution drops slowly from 1.2 for | cos \⇤ | = 0 to unity at | cos \⇤ | = 0.75, and
then falls more steeply, to 0.5 for the largest values of | cos \⇤ |. In the U distribution, a di�erence in the
overall shape is observed in the full range. This can be explained by a sensitivity of the results to the
?T spectrum assumed by S��������, since this spectrum determines the width of the U distribution. In
general, all these discrepancies tend to be consistent with the observations made in the ATLAS WW ! `

+
`
�

measurement [16], where the S�������� predictions were found to underestimate the measured integrated
fiducial cross-sections by about 10%.
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• Use both 2015 and 2018 Pb+Pb datasets: total of 1.94 
nb-1 
• 1.5% uncertainty on luminosity


• Preselections 
• Opposite-charge muon pairs with muon pT>3.7 GeV, |η|<2.4

• Pair mass < 45 GeV


• HF rejection using transverse and longitudinal impact 
parameters 
• d0pair < 0.1 mm, (z0sinθ)pair < 0.2 mm


• Pair variables reflecting transverse kicks 
• acoplanarity (⍺=1-|∆ϕ|/π)

• pair kT = 0.5(pT1+pT2)π⍺


• pair momentum asymmetry A = |pT2-pT1|/(pT2+pT1)


• Fiducial regions based on ⍺ or kT 
• “Fid-⍺”: A < 0.06 & ⍺ < 0.012 (69490 pairs)

• “Fid-kT”: A < 0.06 & kT < 150 MeV (67789 pairs)


• Centrality based on forward transverse energy (as is 
typical for HI measurements) 
• Regions beyond 90% not well defined due to UPC 

contamination, so utilize 4 regions based on absolute ET 
value

nonUPC µµ measurement
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event generator onto minimum-bias Pb+Pb events simulated
using the HIJING v1.383 [26] event generator. The detector
response in the MC samples was simulated using GEANT4
[27], and the resulting events are reconstructed using the same
algorithms that are applied to the data [28]. A total of 4 million
such events are analyzed using the same methods as applied
in the data analysis. The STARlight MC sample is also used
for comparison with the measured observables.

Potential backgrounds from DY processes are estimated
using the POWHEGBOX v2 [29–31] generator interfaced to
PYTHIA8 configured using parameter values set to the AZNLO
tune [32] and CTEQ6L1 [33] parton distribution functions
(PDFs). Separate samples of pp, pn, and nn events were gen-
erated and combined with appropriate isospin weights. The
POWHEGBOX generator was configured to provide per-event
weights for five different nuclear PDF sets: nCTEQ15 [34],
EPPS16 NLO [35], nNNPDF1.0 NNLO [36], nNNPDF2.0
NLO [37], and TUJU19 NNLO [38]. Thus, separate evalua-
tions of the DY background in this measurement are obtained
for all five PDF sets. Variations of the renormalization and
factorization scales are performed using the nCTEQ15 set and
are compared with a similar set of variations performed in
POWHEG+ PYTHIA8 using the nucleon CT14 NNLO set [39].

B. Event and muon-pair selections

Events used in the analysis are required to have been
recorded during stable running conditions of the LHC, to have
no detector hardware or readout error, and to have a recon-
structed collision vertex. Charged-particle tracks and collision
vertices are reconstructed using standard methods [40] tuned
for the conditions of Pb+Pb collisions and assuming a sin-
gle collision vertex per event. In addition to track kinematic
parameters, the ID reconstruction also provides information
about the minimum distances d0 and z0 between the pro-
jected track and the reconstructed vertex in the transverse and
longitudinal planes, respectively. Muons are reconstructed by
combining ID tracks with tracks reconstructed in the muon
spectrometer. The muons are required to pass the “medium”
muon selection requirements described in Ref. [41].

Opposite-sign muon pairs passing the following
preselections are used for the analysis: each muon has
pT > 3.7 GeV and |η| < 2.4;4 the pair has a dimuon invariant
mass less than 45 GeV; and both muons must be matched in
angular space to HLT-reconstructed muons. These kinematic
selections are largely determined by the acceptance of the
MS; the mass restriction is applied to avoid contamination
from Z boson decays.

To reduce the background from semileptonic decays of
heavy-flavor hadrons, requirements are imposed on the point-
ing of the muons to the vertex using a combination of the

4The value 3.7 GeV is less than the thresholds applied in the muon
trigger to account for differences in the muon momentum measure-
ment between the trigger and the offline reconstruction and to allow
the maximum possible acceptance for pairs having p̄T near 4 GeV.

FIG. 1. Distributions of d0pair (top) and (z0 sin θ )pair (bottom) for
muon pairs passing the preselections (black), and for pairs addition-
ally passing the Fid-α (A < 0.06, α < 0.012) selection (red). The
error bars in both panels correspond to the statistical uncertainties,
and are typically too small to be seen. The pairs passing the Fid-
α selection have much smaller d0pair and (z0 sin θ )pair values than
pairs passing the preselections, due to the large HF background in
preselected pairs.

single-muon d0 and z0 sin θ values (where sin θ is the polar
angle of the muon track):

d0pair ≡
√

d0
2
1 + d0

2
2,

(z0 sin θ )pair ≡
√

(z0 sin θ )2
1 + (z0 sin θ )2

2.

Distributions of d0pair and (z0 sin θ )pair for pairs passing the
above preselections are shown in Fig. 1 in the top and bottom
panels, respectively. Also shown for comparison are d0pair
and (z0 sin θ )pair distributions for pairs passing a kinematic
fiducial selection, described below, that suppresses the HF
decay contribution. The fiducial selection strongly suppresses
the yield of pairs with large d0pair and (z0 sin θ )pair values that
predominantly result from HF-decay background pairs. The
following selections are imposed on muon pairs used in the

054907-4

Phys. Rev. C 107, 054907 (2023)



“Centrality” distribution for nonUPC µµ
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Figure 2: Left: distributions of ⌃⇢FCal
T for di�erent muon pair selections: pairs passing preselections only,

additionally passing the 30pair < 0.1 mm and (I0 sin \)pair < 0.2 mm requirements, and additionally passing
the asymmetry and acoplanarity (� < 0.06, U < 0.012) requirements (labeled as “Signal candidates”). The
⌃⇢FCal

T distribution for minimum-bias events (arbitrarily scaled) is also shown for comparison. Right: the
same distributions, excluding the minimum-bias distribution, plus that for the UPC event selection, shown
over a restricted range of ⌃⇢FCal

T values. The distributions extend to negative values due to electronic noise in
the calorimeter.

(I0 sin \)pair < 0.2 mm requirements; and passing these plus the Fid-U selection. Also shown is the
⌃⇢FCal

T distribution for minimum-bias Pb+Pb collisions. The right panel shows distributions for the
di�erent dimuon selections over a restricted range of ⌃⇢FCal

T values near zero; it also shows the
⌃⇢FCal

T distribution for events passing the UPC selection.

All of the ⌃⇢FCal
T distributions show a strong enhancement near ⌃⇢FCal

T = 0 that results from the
geometric enhancement of peripheral collisions. For dimuon events, the low-⌃⇢FCal

T peak results,
primarily, from a large contribution of UPC WW ! `

+
`
� events which (excluding dissociative

photon-induced processes) have no particles in the acceptance of the forward calorimeters. Thus,
the ⌃⇢FCal

T distribution for these events primarily reflects electronic noise in the detector. At larger
⌃⇢FCal

T values, all distributions show a long plateau that reflects the nucleus–nucleus collision
geometry. However, for pairs passing the preselections or the preselections plus vertex requirements,
the yield increases with increasing ⌃⇢FCal

T relative to that for minimum-bias Pb+Pb events and the
Fid-U selection. This behavior results from the geometric enhancement of QCD hard-scattering
processes – particularly the production of heavy flavor – the rates of which are proportional to
)AA. The application of the Fid-U selection yields a ⌃⇢FCal

T distribution that is almost flat at large
transverse energies. However, even with the fiducial selection, there remains a non-negligible and
centrality-dependent HF-decay background that must be subtracted. Thus, the apparent flatness
of the ⌃⇢FCal

T distribution is at least partially accidental. However, as is seen below, even in the
most central collisions, the HF backgrounds are, at most, comparable to the signal pair yields, so
WW ! `

+
`
� production is observed over the full range of Pb+Pb collision centralities, including the

most central collisions.

11

Distribution of forward transverse energy, which ATLAS uses to estimate 
per-event centrality


Two features: large UPC contribution near zero, and flat ΣET distribution, 
extending to central events - very different than expected for hard processes

heavy flavor!

reduced HF

enhanced 𝛄𝛄

Phys. Rev. C 107, 054907 (2023)



Signal extraction
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Figure 4: Results of template fits to measured 30pair distributions for pairs passing the muon preselections, the
(I0 sin \)pair requirement and the Fid-U selection (� < 0.06 and U < 0.012). Each panel represents a di�erent
centrality interval. The error bars shown on the data and the templates represent statistical uncertainties only.
For many of the points, the error bars are smaller than the size of the marker.
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Figure 4: Results of template fits to measured 30pair distributions for pairs passing the muon preselections, the
(I0 sin \)pair requirement and the Fid-U selection (� < 0.06 and U < 0.012). Each panel represents a di�erent
centrality interval. The error bars shown on the data and the templates represent statistical uncertainties only.
For many of the points, the error bars are smaller than the size of the marker.
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The numbers of signal and background pairs, #fid
sig and #

fid
bkg for a given fiducial selection and in a

given centrality and ?̄T interval are given by

#
fid
sig(cent, ?̄T) = 5

fid
sig (cent, ?̄T) ⇥ #

fid(cent, ?̄T),

#
fid
bkg(cent, ?̄T) =

h
1 � 5

fid
sig (cent, ?̄T)

i
⇥ #

fid(cent, ?̄T), (3)

where 5
fid
sig (cent, ?̄T) and #

fid(cent, ?̄T) are, respectively, the signal fraction and e�ciency-corrected
number of pairs satisfying a given fiducial selection in the specified centrality and ?̄T intervals.

Once the signal fractions 5
fid
sig (cent, ?̄T) are determined, the measured acoplanarity, :?, and �

distributions can be corrected by subtracting the contribution of background pairs. The shapes
of the background U and :? distributions are evaluated by selecting muon pairs passing the pair
preselections and having � > 0.06. This asymmetry requirement e�ectively removes contributions
from WW ! `

+
`
� pairs leaving, ostensibly, the HF-decay background. To determine the shape of

the background asymmetry distribution, pairs passing preselections and having U > 0.012 are used.
The resulting di�erential distributions in U, :?, and �, normalized to unit integral, are shown in
Figure 6. The U and :? distributions are found to be uniform within their statistical uncertainties, so
they are taken to be constants, ⇠HF, with values given by

⇠
U
HF =

#
fid-U
bkg

0.012
, ⇠

:?
HF =

#
fid-:?
bkg

150 MeV
,
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longitudinal planes, respectively. Muons are reconstructed by combining ID tracks with tracks
reconstructed in the muon spectrometer. The muons are required to pass the “medium” muon
selection requirements described in Ref. [37].

Opposite-sign muon pairs passing the following preselections are used for the analysis: each muon
has ?T > 3.7 GeV4 and |[ | < 2.4; the pair has a dimuon invariant mass less than 45 GeV; and
both muons must be matched in angular space to HLT-reconstructed muons. These kinematic
selections are largely determined by the acceptance of the MS; the mass restriction is applied to
avoid contamination from / boson decays.

To reduce the background from semileptonic decays of heavy-flavor hadrons, requirements are
imposed on the pointing of the muons to the vertex using a combination of the single-muon 30 and
I0 sin \ values (where sin \ is the polar angle of the muon track):

30pair ⌘
q
30

2
1 + 30

2
2,

(I0 sin \)pair ⌘
q
(I0 sin \)2

1 + (I0 sin \)2
2.

Distributions of 30pair and (I0 sin \)pair for pairs passing the above preselections are shown in Figure 1
in the left and right panels, respectively. Also shown for comparison are 30pair and (I0 sin \)pair

distributions for pairs passing a kinematic fiducial selection, described below, that suppresses the HF
decay contribution. The fiducial selection strongly suppresses the yield of pairs with large 30pair

and (I0 sin \)pair values that predominantly result from HF-decay background pairs. The following
selections are imposed on muon pairs used in the measurement:

30pair < 0.1 mm, (I0 sin \)pair < 0.2 mm.

These requirements reduce the yield of HF-decay pairs by a factor of ⇠2 while introducing an
ine�ciency for WW ! `

+
`
� pairs of .2%.

Following the methods of Ref. [1], candidate WW ! `
+
`
� pairs are obtained from those passing the

preselection and the 30pair and (I0 sin \)pair requirements by imposing stringent requirements on the
pair asymmetry and either the acoplanarity or the :? value. For this paper, two di�erent fiducial
selections are defined: � < 0.06 ^ U < 0.012 or � < 0.06 ^ :? < 150 MeV, labeled Fid-U and
Fid-:?, respectively. Both fiducial selections include the muon pseudorapidity and ?T requirements
and the pair mass constraints included in the preselections. The separate fiducial selections are
motivated by the HF and DY subtraction that is discussed later in Section 4.3. In particular, the
backgrounds are observed to be uniform as a function of U and :? as long as no requirement is
imposed on the other variable. However, because of the direct relationship between U and :? made
explicit in Eq. (1), a selection on U introduces a ?̄T-dependent constraint on :? and vice versa. A

4 This value is less than the thresholds applied in the muon trigger to account for di�erences in the muon momentum
measurement between the trigger and the o�ine reconstruction and to allow the maximum possible acceptance for pairs
having ?̄T near 4 GeV.

8

Pair d0 distributions fit to signal (STARlight+HIJING) and  
HF background (data-driven) templates to extract signal fraction 
for each centrality selection.


Background is negligible for very peripheral events, but is nearly 
half the yield in central events!

Phys. Rev. C 107, 054907 (2023)



Background estimates & excess
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FIG. 6. The heavy-flavor α (left), k⊥ (middle), and A (right) distributions for the 0–5% centrality interval. The α and k⊥ distributions
are obtained by applying A > 0.06 to preselected pairs. The A distribution is obtained by applying α > 0.012. The error bars correspond to
statistical uncertainties. The lines indicate fits to constant functions for α and k⊥ and to a linear function for A.

C. Differential distributions

Figures 7 and 8 show, for several centrality intervals, dif-
ferential dimuon yields versus α and k⊥, respectively, for the

production of dimuons satisfying the corresponding fiducial
selection. The distributions are plotted over ranges that extend
beyond the fiducial limits in order to emphasize the behavior

FIG. 7. Measured α distributions for pairs passing the full set of γ γ → µ+µ− selections and in the Fid-α region for nine centrality
intervals. The error bars on the points indicate statistical uncertainties. Also shown are the background levels estimated from the d0pair template
fitting (red short-dashed lines) and from the asymptotic fits (blue long-dashed lines). The widths of the lines indicate the statistical uncertainty
of the background estimates.
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are obtained by applying A > 0.06 to preselected pairs. The A distribution is obtained by applying α > 0.012. The error bars correspond to
statistical uncertainties. The lines indicate fits to constant functions for α and k⊥ and to a linear function for A.
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ferential dimuon yields versus α and k⊥, respectively, for the

production of dimuons satisfying the corresponding fiducial
selection. The distributions are plotted over ranges that extend
beyond the fiducial limits in order to emphasize the behavior

FIG. 7. Measured α distributions for pairs passing the full set of γ γ → µ+µ− selections and in the Fid-α region for nine centrality
intervals. The error bars on the points indicate statistical uncertainties. Also shown are the background levels estimated from the d0pair template
fitting (red short-dashed lines) and from the asymptotic fits (blue long-dashed lines). The widths of the lines indicate the statistical uncertainty
of the background estimates.
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FIG. 8. Measured k⊥ distributions for pairs passing the full set of γ γ → µ+µ− selections and in the Fid-k⊥ region for nine centrality
intervals. The error bars on the points indicate statistical uncertainties. Also shown are the background levels estimated from the d0pair template
fitting (red short-dashed lines) and from the asymptotic fits (blue long-dashed lines). The widths of the lines indicate the statistical uncertainty
of the background estimates.

of the HF-decay background. Also shown on the plots are
the background levels represented by the constants, Cα

HF and
Ck⊥

HF, together with statistical uncertainties of the constants
resulting from the template fit. The backgrounds provide a
good description of the behavior of the α and k⊥ distribu-
tions at large α and k⊥, although the data show a slight,
centrality-dependent excess over those HF background esti-
mates. When viewed over ranges of α and k⊥ that extend
well beyond the fiducial bounds, that excess is seen to be
uniform versus α and k⊥, so it is unlikely to have significant
contributions from actual γ γ → µ+µ− pairs.

To evaluate the contribution from the observed excess,
the measured α and k⊥ distributions are fitted with con-
stant functions over the ranges 0.012 < α < 0.02 and 150 <
k⊥ < 500 MeV, respectively. The results of those constant
fits—referred to as “asymptotic fits” in the remainder of this
paper—are indicated with the blue long-dashed lines in Figs. 7
and 8.

D. Drell-Yan background estimation

As noted above, Drell-Yan production of prompt dimuons
represents a potential background in this measurement. The
relevant DY pairs are produced in the scattering of quarks and
antiquarks with momentum fractions typically less than 10−2.
Thus, the DY pair yield is sensitive to the degree of shadowing
in nuclear PDFs.

The DY pairs obtained from the POWHEG+PYTHIA8 MC
sample are required to pass the same kinematic preselections
that are applied to the data. The resulting POWHEG+PYTHIA8
differential cross sections as a function of α and k⊥ are shown
in Fig. 9. They are plotted over both the full dynamic range
populated by the MC sample and, in the insets, for pairs
satisfying A < 0.06 over intervals of α and k⊥ that are twice
the corresponding fiducial ranges. Results are shown for three
of the five nuclear PDF sets, but the results from all sets
differ primarily in the overall normalization. For the sake of
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fitting (red short-dashed lines) and from the asymptotic fits (blue long-dashed lines). The widths of the lines indicate the statistical uncertainty
of the background estimates.
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observed backgrounds, but there is a centrality dependent excess, 
observable by fitting the distributions by a constant at large  
(“asymptotic”) ⍺ and kT
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FIG. 9. Differential cross sections versus α (left) and k⊥ (right) for Drell-Yan production of dimuons in
√

sNN = 5.02 TeV nucleon-nucleon
collisions from POWHEG+PYTHIA8 for three nuclear PDF sets. The error bars indicate statistical uncertainties. The insets show the differential
cross sections for pairs with A < 0.06. They are plotted over ranges of α or k⊥ that are twice as wide as the corresponding fiducial regions.
The statistical uncertainties are correlated between the different nPDF sets because all results derive from the same set of POWHEG+PYTHIA8
events.

clarity, the effects of PDF uncertainty and renormalization and
factorization scale variations are not shown in this figure. The
α and k⊥ distributions vary substantially as a function of α
and k⊥ but are constant, within statistical uncertainties, over
twice the fiducial ranges of the corresponding variables. Only
a small fraction of the DY pairs passing the preselections used
in this measurement subsequently satisfy the severely restric-
tive fiducial selections. For example, using the nCTEQ15 PDF
set, 1.8% and 1.2% of the preselected DY pairs satisfy the
Fid-α and Fid-k⊥ requirements, respectively. Table III lists
the effective nucleon-nucleon (NN) cross sections, σ Fid

DY,NN, for
production of DY dimuons, within the Fid-α and Fid-k⊥ fidu-
cial regions, obtained from POWHEG+PYTHIA8 for different
nuclear PDF sets and for the CT14 NNLO nucleon PDF set.
The table also shows uncertainties obtained by propagating
PDF systematic variations through POWHEG+PYTHIA8 [51].

The POWHEG+PYTHIA8 DY cross sections within the fidu-
cial regions used in this measurement vary by ≈30% between
the different nuclear PDF sets, with the nCTEQ15 PDFs yield-

TABLE III. Effective nucleon-nucleon cross sections obtained
from POWHEG+PYTHIA8 for the production of Drell-Yan muon pairs
in

√
sNN = 5.02 TeV collisions using different nuclear PDF sets. The

systematic uncertainties of the fiducial cross sections obtained by
propagating PDF uncertainties through POWHEG+PYTHIA8 are also
shown. A separate ±15% uncertainty in the cross sections, due to
factorization and renormalization scale uncertainties, is not included
in the shown uncertainties.

PDF set σ Fid-α
DY,NN (pb) σ

Fid-k⊥
DY,NN (pb)

nCTEQ15 12.9 ± 4.2 7.68 ± 2.66
EPPS16 15.2 ± 5.7 9.14 ± 3.60
nNNPDF1.0 16.6 ± 8.7 10.1 ± 5.38
nNNPDF2.0 17.1 ± 1.8 10.5 ± 1.15
TUJU19 17.2 ± 1.8 10.4 ± 1.6
CT14 NNLO 24.4 ± 2.3 15.2 ± 1.4

ing the smallest cross sections and nNNPDF2.0 and TUJU19
producing the largest cross sections. However, the cross sec-
tions for even those two nuclear PDF sets are smaller than that
obtained from the CT14 NNLO set by about 30% due to nu-
clear shadowing. Because the most recent of the implemented
nuclear PDF sets, TUJU19 and nNNPDF2.0, yield consistent
results and have smaller uncertainties, the POWHEG+PYTHIA8
simulations produced with the nNNPDF2.0 nuclear PDF set
are used to estimate the DY background in this measurement.

The number of DY pairs produced in a given centrality
interval within a fiducial region can be estimated using the
effective NN cross sections obtained above:

Nfid
DY(cent) =

[
Lσ Pb+Pb

had

]
#cent

[
σ Fid

DY,NN 〈TAA〉
]
, (4)

where σ Pb+Pb
had is the total Pb+Pb hadronic (i.e., excluding

UPC) cross section and #cent represents the width of a cen-
trality interval expressed as an absolute fraction. The terms
in the first bracket in the equation express the total number
of Pb+Pb collisions sampled for the luminosity used in this
measurement, which is about 15 billion. When multiplied by
#cent, the number of sampled Pb+Pb collisions within the
given centrality interval is obtained. The terms in the second
bracket express the per-(Pb+Pb) collision yield of DY pairs
within the fiducial range of the measurement. Because the TAA
values increase in more central collisions—they vary by more
than two orders of magnitude between the most peripheral
and most central intervals used in this measurement—the DY
background will be largest in the most central collisions.

Since the POWHEG+PYTHIA8 DY α and k⊥ distributions
are uniform within uncertainties over the fiducial ranges
of the measurement, for the differential measurements of
these quantities, the DY backgrounds are added to the HF
backgrounds to yield constants that are subtracted from the
measured distributions:

Cα
HF+DY =

Nfid-α
bkg + Nfid-α

DY

0.012
, Ck⊥

HF+DY =
Nfid-k⊥

bkg + Nfid-k⊥
DY

150 MeV
.
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FIG. 9. Differential cross sections versus α (left) and k⊥ (right) for Drell-Yan production of dimuons in
√

sNN = 5.02 TeV nucleon-nucleon
collisions from POWHEG+PYTHIA8 for three nuclear PDF sets. The error bars indicate statistical uncertainties. The insets show the differential
cross sections for pairs with A < 0.06. They are plotted over ranges of α or k⊥ that are twice as wide as the corresponding fiducial regions.
The statistical uncertainties are correlated between the different nPDF sets because all results derive from the same set of POWHEG+PYTHIA8
events.
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twice the fiducial ranges of the corresponding variables. Only
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in this measurement subsequently satisfy the severely restric-
tive fiducial selections. For example, using the nCTEQ15 PDF
set, 1.8% and 1.2% of the preselected DY pairs satisfy the
Fid-α and Fid-k⊥ requirements, respectively. Table III lists
the effective nucleon-nucleon (NN) cross sections, σ Fid

DY,NN, for
production of DY dimuons, within the Fid-α and Fid-k⊥ fidu-
cial regions, obtained from POWHEG+PYTHIA8 for different
nuclear PDF sets and for the CT14 NNLO nucleon PDF set.
The table also shows uncertainties obtained by propagating
PDF systematic variations through POWHEG+PYTHIA8 [51].

The POWHEG+PYTHIA8 DY cross sections within the fidu-
cial regions used in this measurement vary by ≈30% between
the different nuclear PDF sets, with the nCTEQ15 PDFs yield-

TABLE III. Effective nucleon-nucleon cross sections obtained
from POWHEG+PYTHIA8 for the production of Drell-Yan muon pairs
in

√
sNN = 5.02 TeV collisions using different nuclear PDF sets. The

systematic uncertainties of the fiducial cross sections obtained by
propagating PDF uncertainties through POWHEG+PYTHIA8 are also
shown. A separate ±15% uncertainty in the cross sections, due to
factorization and renormalization scale uncertainties, is not included
in the shown uncertainties.

PDF set σ Fid-α
DY,NN (pb) σ

Fid-k⊥
DY,NN (pb)

nCTEQ15 12.9 ± 4.2 7.68 ± 2.66
EPPS16 15.2 ± 5.7 9.14 ± 3.60
nNNPDF1.0 16.6 ± 8.7 10.1 ± 5.38
nNNPDF2.0 17.1 ± 1.8 10.5 ± 1.15
TUJU19 17.2 ± 1.8 10.4 ± 1.6
CT14 NNLO 24.4 ± 2.3 15.2 ± 1.4

ing the smallest cross sections and nNNPDF2.0 and TUJU19
producing the largest cross sections. However, the cross sec-
tions for even those two nuclear PDF sets are smaller than that
obtained from the CT14 NNLO set by about 30% due to nu-
clear shadowing. Because the most recent of the implemented
nuclear PDF sets, TUJU19 and nNNPDF2.0, yield consistent
results and have smaller uncertainties, the POWHEG+PYTHIA8
simulations produced with the nNNPDF2.0 nuclear PDF set
are used to estimate the DY background in this measurement.

The number of DY pairs produced in a given centrality
interval within a fiducial region can be estimated using the
effective NN cross sections obtained above:

Nfid
DY(cent) =

[
Lσ Pb+Pb

had

]
#cent

[
σ Fid

DY,NN 〈TAA〉
]
, (4)

where σ Pb+Pb
had is the total Pb+Pb hadronic (i.e., excluding

UPC) cross section and #cent represents the width of a cen-
trality interval expressed as an absolute fraction. The terms
in the first bracket in the equation express the total number
of Pb+Pb collisions sampled for the luminosity used in this
measurement, which is about 15 billion. When multiplied by
#cent, the number of sampled Pb+Pb collisions within the
given centrality interval is obtained. The terms in the second
bracket express the per-(Pb+Pb) collision yield of DY pairs
within the fiducial range of the measurement. Because the TAA
values increase in more central collisions—they vary by more
than two orders of magnitude between the most peripheral
and most central intervals used in this measurement—the DY
background will be largest in the most central collisions.

Since the POWHEG+PYTHIA8 DY α and k⊥ distributions
are uniform within uncertainties over the fiducial ranges
of the measurement, for the differential measurements of
these quantities, the DY backgrounds are added to the HF
backgrounds to yield constants that are subtracted from the
measured distributions:

Cα
HF+DY =

Nfid-α
bkg + Nfid-α

DY

0.012
, Ck⊥

HF+DY =
Nfid-k⊥

bkg + Nfid-k⊥
DY

150 MeV
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Drell-Yan dimuons result from 
scattering of quarks and anti-quarks 
typically with low-x, so sensitive to 
nuclear shadowing.


Calculated using 5 nPDF sets, which 
vary by about 30% (but all are at  
least 30% lower than CT14 NNLO)

While there is a strong dependence 
on ⍺ and kT overall, within the 
Fid-⍺ and Fid-kT regions, the cross 
sections are approximately flat
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FIG. 10. Top: Comparison of the measured excess background yield for p̄T > 4 GeV with the estimated DY contribution obtained using
the nCTEQ15 and nNNPDF2.0 nuclear PDF sets, which represent the extreme ranges of the (POWHEG+PYTHIA8)-predicted rates. The error
bars on the excess background indicate statistical uncertainties, and the error bars on the DY calculations represent the quadrature sum of the
statistical and systematic uncertainties shown in Table III. The data points for the DY calculations are shifted slightly along the x axis, for
clarity. Bottom: The differences between the observed background excess and the DY rates obtained using the nNNPDF2.0 PDF set, expressed
as a fraction of the fiducial γ γ → µ+µ− yields. The left and right panels correspond to the Fid-α and Fid-k⊥ selections, respectively.

For the measurement of the asymmetry (|yµµ|) distributions,
the POWHEG+PYTHIA8 dimuon asymmetry (|yµµ|) differential
cross sections, scaled according to Eq. (4) to produce differ-
ential background yields, are subtracted from the data.

E. Excess observed at large α and k⊥

Figure 10 shows, in the top panels, the centrality depen-
dence of the estimated DY pair yields for the nCTEQ15 and
nNNPDF2.0 PDF sets compared with the excess pair yields at
large α and k⊥ described in Sec. IV C. The production of DY
pairs can account for a substantial fraction of the observed
excess, but the POWHEG+PYTHIA8 simulations systematically
underestimate the excess yield even with the PDF set(s) that
predict the largest DY rates. The differences between the
observed background excess and the DY rates obtained using
the nNNPDF2.0 PDF set, expressed as a fraction of the fidu-
cial γ γ → µ+µ− yields, are shown in the bottom panels of

Fig. 10 for the two fiducial selections. No significant central-
ity dependence of the excess is evident within the relatively
large uncertainties. Notably, the excess persists in peripheral
events where HF and DY backgrounds are small or negligible.
Averaged over centrality, the excess corresponds to roughly
4% of the fiducial yields.

Dimuons produced in the decays of ϒ states6 represent
a plausible potential background in this measurement. How-
ever, the imposed fiducial selections strongly suppress such a
background by restricting the acceptance to ϒ mesons having
essentially zero pT. The mass distribution shown in Fig. 3 has
an enhancement near the ϒ mass, but that enhancement is
purely a result of the fiducial selection. When examined with
much finer binning, no evidence of an excess in the region

6There is zero acceptance for J/ψ decays due to the mass require-
ment implicit in the fiducial selections.
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Observed excess has similar centrality dependence as DY estimates, 
but excess remains after subtraction, for both ⍺ and kT


Inconsistent with dissociative contributions (similar rapidity distributions at low and 
high kT), so treated as systematic uncertainty
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Figure 11: HF+DY background-subtracted U distributions for pairs satisfying the Fid-U selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the U < 0.012 interval.26
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Figure 11: HF+DY background-subtracted U distributions for pairs satisfying the Fid-U selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the U < 0.012 interval.26
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.27
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.270 50 100 150
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.27
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.27

After background subtraction (heavy flavor using templates, and Drell -Yan), 
broadening studied in both variables.

In more central events, angular variables are visibly broader than 
the distributions observed in standard UPC events, with a significant dip near zero

k⟂ better behaved than ⍺, with no dependence on muon pT

Phys. Rev. C 107, 054907 (2023)
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Figure 11: HF+DY background-subtracted U distributions for pairs satisfying the Fid-U selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the U < 0.012 interval.26
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.27
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Figure 18: Di�erential cross-sections as a function of U for WW ! `
+
`
� pairs passing the Fid-U selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by a shaded band at 3f/3U = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the PWF theoretical
calculations (see text).
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Figure 18: Di�erential cross-sections as a function of U for WW ! `
+
`
� pairs passing the Fid-U selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by a shaded band at 3f/3U = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the PWF theoretical
calculations (see text).
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Figure 19: Di�erential cross-sections as a function of :? for WW ! `
+
`
� pairs passing the Fid-:? selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by shaded bands at 3f/3:? = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the QED and PWF
theoretical calculations (see text).
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Figure 19: Di�erential cross-sections as a function of :? for WW ! `
+
`
� pairs passing the Fid-:? selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by shaded bands at 3f/3:? = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the QED and PWF
theoretical calculations (see text).
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Recent theory calculations are able to describe the data in some detail

• Photon Wigner Functions: QM based description of full position & 

momentum space (Klein et al) 
• does not capture dip feature!  

• QED calculations based on generalized EPA (Zha et al) 
• surprisingly good description of dip

Phys. Rev. C 107, 054907 (2023)
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FIG. 21. Moments of the γ γ → µ+µ− k⊥ distributions as a function of centrality compared with the PWF predictions. The error bars
indicate combined statistical and systematic uncertainties. In some bins, the statistical uncertainties, determined both by the number of counts
and by their k⊥ distribution, dominate.

out some of the centrality-dependent features in the data. In
contrast, the k⊥ distributions show no significant dependence
on p̄T. Thus, an integration over p̄T will have little or no
impact on the shape of the k⊥ distributions. For this reason,
the k⊥ variable should be preferred for future measurements
and theoretical calculations.

D. Characterizing the centrality dependence of k⊥ distributions

In Ref. [7], the broadening of the acoplanarity distributions
was characterized by a transverse momentum scale, obtained
from the RMS of the α distribution. The observation that the α
and the k⊥ distributions have the most-probable value shifted
away from zero means that the RMS does not fully capture the
modifications observed in the data. Nonetheless, the moments

provide a model-independent means to quantify modifications
of the α and k⊥ distributions.

Figure 21 presents moments of the k⊥ distribution as a
function of centrality for the p̄T > 4 GeV selection. The mo-
ments are calculated from the k⊥ distributions prior to the
background subtraction and then corrected, analytically, to re-
move the contribution from the constant background. Results
are shown for the mean, the RMS, and the standard deviation
of the k⊥ distributions.

A significant increase in the mean is observed between
the UPC and the four ET0–ET3 intervals, and then there is
a further steady increase in the more central Pb+Pb colli-
sions. Similar behavior is observed in the RMS values, but
the standard deviation shows a much smaller increase between
UPC collisions and the most central collisions. The measured

FIG. 22. Moments of the γ γ → µ+µ− α distributions as a function of centrality compared with the QED and PWF predictions. The error
bars on the data points indicate combined statistical and systematic uncertainties. In some bins the statistical uncertainties, determined both by
the number of counts and by their α distribution, dominate.

054907-25

Model independent way to show evolution in ⍺ and kT

kT shown here, calculated from distributions prior to background subtraction and then 

corrected by an analytic expression

Even ET0 is increased relative to UPC, and increases with decreasing centrality, but data 

consistently exceeds PWF calculation (similar conclusions for ⍺ vs. PWF & QED)

Phys. Rev. C 107, 054907 (2023)
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Figure 25: The average (left) and the standard deviation (right) of the WW ! `
+
`
�
:? distributions in the

20–40% and 40–80% centrality intervals as a function of |�H | (top) and |2�q| (bottom). Results are shown
for |�H | intervals of width 0.5 for |�H | < 2.0, and two additional intervals covering 2.0  |�H | < 3.0 and
3.0  |�H | < 4.8. The |2�q| results are shown for four equal intervals covering [0, c]. The error bars show
combined statistical and systematic uncertainties. The points are staggered for clarity of presentation.

7 Conclusion

ATLAS has measured dimuon production via WW scattering processes in non-ultraperipheral Pb+Pb
collisions at

p
BNN = 5.02 TeV. The measurements use data from the 2015 and 2018 Pb+Pb runs

at the LHC corresponding to an integrated luminosity of 1.93 nb�1. Backgrounds, dominated by
heavy-flavor decays, are evaluated using template fits to the distribution of muon-pair 30 values.
A much smaller background from DY processes, estimated using P�����+P�����8 calculations
implemented with nNNPDF2.0 nuclear PDFs, is subtracted from the data. Cross-sections and
normalized yields of WW ! `

+
`
� pairs are measured as a function of pair rapidity, ?̄T, and centrality.

The cross-sections vary weakly with centrality, decreasing from central to peripheral collisions. The
STAR����� model, which was recently augmented to allow evaluation of cross-sections for (e.g.)
WW ! `

+
`
� production within restricted impact parameter intervals, substantially underestimates

the measured cross-sections.

Measurements of the U and :? distributions show a significant centrality dependence consistent
with the results in Ref. [1]. However, with the improved statistical precision of this measurement,

44

B-fields lead to tanh(∆y) 
behavior (Klein et al)

B fields follow impact  
parameter vector, so may 
show 2(ϕµµ-ѱ2) dep.

In principle, strong magnetic 
fields created in initial impact of 
heavy ions, which have been 
predicted to impact trajectories 
of muons.


Current data show no tanh(∆y) 
dependence of broadening 
(either mean or variance) 
and no dependence on event 
plane 

MEASUREMENT OF MUON PAIRS PRODUCED VIA … PHYSICAL REVIEW C 107, 054907 (2023)

FIG. 25. The average (left) and the standard deviation (right) of the γ γ → µ+µ− k⊥ distributions in the 20–40% and 40–80% centrality
intervals as a function of |"y| (top) and |2"φ| (bottom). Results are shown for |"y| intervals of width 0.5 for |"y| < 2.0, and two additional
intervals covering 2.0 ! |"y| < 3.0 and 3.0 ! |"y| < 4.8. The |2"φ| results are shown for four equal intervals covering [0,π ]. The error
bars show combined statistical and systematic uncertainties. The points are staggered for clarity of presentation.

event-plane angle obtained from the FCal using methods ap-
plied in previous ATLAS flow analyses [59,60]. The angle,
φµµ, is calculated by rotating one of the muon azimuthal
angles by π and then averaging the result with the other muon,

φµµ = 1
2 (φ1 + π + φ2).

Figure 24 shows differential cross sections as a function of k⊥
in two intervals of |2"φ|, |2"φ| < π/2 and π/2 ! |2"φ| <
π , for two centrality intervals. A significant variation with
|2"φ| is seen in the depletion near k⊥ = 0 for the 20–40%
centrality interval. Otherwise, the distributions are indistin-
guishable at larger k⊥ values, which means that the overall
broadening of the dimuon k⊥ distributions is the same in the
two |2"φ| intervals.

To further explicate the results presented in Figs. 23 and
24, Fig. 25 shows results for the mean and standard deviation
of the dimuon k⊥ distributions as a function of |"y| (top)
and |2"φ| (bottom) using finer bins in both variables. The
average k⊥ values have, at most, a weak dependence on |"y|
or |2"φ|, while the standard deviations of the k⊥ distributions
are constant within uncertainties. Thus, the mechanism
responsible for the broadening of the k⊥ distributions does
not appear to depend on either |"y| or the direction of
the muons relative to the impact parameter vector in the
transverse plane. The absence of variation with |"y| by
values >4 MeV of either the mean or standard deviation
of the k⊥ distributions rules out magnetic broadening as a

significant contribution to the observed modifications of the
k⊥ distributions. However, the mechanism responsible for
the suppression at k⊥ = 0 may vary with |"y| or |2"φ|.
Indeed, the k⊥ distributions in Figs. 23 and 24 indicate such
dependence, although the suppression near k⊥ = 0 is not
easily seen in the calculated moments.

VII. CONCLUSION

ATLAS has measured dimuon production via γ γ scat-
tering processes in nonultraperipheral Pb+Pb collisions at√

sNN = 5.02 TeV. The measurements use data from the
2015 and 2018 Pb+Pb runs at the LHC corresponding
to an integrated luminosity of 1.93 nb−1. Backgrounds,
dominated by heavy-flavor decays, are evaluated using
template fits to the distribution of muon-pair d0 values.
A much smaller background from DY processes, esti-
mated using POWHEG+PYTHIA8 calculations implemented
with nNNPDF2.0 nuclear PDFs, is subtracted from the data.
Cross sections and normalized yields of γ γ → µ+µ− pairs
are measured as a function of pair rapidity, p̄T, and centrality.
The cross sections vary weakly with centrality, decreasing
from central to peripheral collisions. The STARlight model,
which was recently augmented to allow evaluation of cross
sections for (e.g.) γ γ → µ+µ− production within restricted
impact parameter intervals, substantially underestimates the
measured cross sections.

054907-27
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• Ultraperipheral collisions are a unique opportunity to study 
photon-photon and photon-nucleus (& nucleon) physics in 
a clean environment, synergistic w/ EIC 

• Dileptons provide the most direct & precise way to check 
the assumed photon fluxes 
• Important for precise calculations of LbyL and tau g-2!

• Using ZDC they probe impact parameter dependence of fluxes


• Non-UPC interactions provide a fascinating laboratory for 
QED calculations and a possible testing ground for effects 
associated with  strong magnetic fields 
• New measurements shown here provide comprehensive study of 

their behavior

• Non-trivial interference effects leading to “dips” at low ⍺ and kT

• Described well with QED calculations, but with no evidence for 

strong initial magnetic fields

Conclusions
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