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Today’s pre-scrubbing 
follow-up primarily 
triggered by Paolo’s 
email and disk storage 
table



Paolo’s table

‘old’ (passed life time) are planned to be retired at once in FY23 (not over 3 years 
as indicated here) as part of transition plan to new data center

Storage go by quanta represented by a single JBOD + 
head node pair (not continuous decimal values)

Available/purchase disk storage volume is different from 
usable storage volume because of several effects: File 
system overhead (~30%), data replication factor 
(2x-1.25x), operational overhead (~15%) etc...



ATLAS requests
● ATLAS needs are known up to 2022 only

○ They have not been approved by CRSG
○ 2022 is +15% over 2021 agreed by CRSG 

resources
● Extrapolations are required for forward 

planning
○ Atlas computing model (Conservative R&D)
○ 2023 wrt 2022: +5% CPU, +10% Disk, +30% 

Tape
○ Conservative R&D departure from baseline in 

2025



Disk storage plan



Ceph or no Ceph in FY23
● Scenario 1 (S1): 

○ Ceph is validated and deployed for main storage solution in FY23
○ dCache (1+1) replicated storage is purchased in FY22

● Scenario 2 (S2):
○ Ceph is deployed for main storage solution in FY24
○ dCache (1+1) replicated storage is purchased in FY22 and FY23

● In both scenarios 
○ No disk storage equipment is retired before FY23
○ The initial purchase of new Ceph cluster capacity contains 16 JBOD + 

head node pairs (due to the desire to reach 1.25 replication factor with 
EC formula 12+3, and at the same time allowing one OSD server to be 
absent at any time due to a HW failure without compromising the 
recoverability of the cluster from)



(S1) Retired, added, usable disk space
Ceph in FY23

Usable 
includes 
Added 
capacity



(S2) Retired, added, usable disk space
Ceph in FY24

Usable 
includes 
Added 
capacity



Additional items



Proposed New 2.3.1 Organization

❖ Why?
▪ More understandable organization with clearer roles
▪ Reflects more closely the current allocation of effort

❖ 2.3.1.1: Admin
❖ 2.3.1.2: (shared) Facility infrastructure 
❖ 2.3.1.3: Linux farm (including T3)
❖ 2.3.1.4: All storage effort (Hardware & Software)
❖ 2.3.1.5: Services of (US)ATLAS

❖ Total SDCC effort across WBS 2.3/2.4 remains unchanged
10

Do we agree on this proposed 
reorganization of the WBS?



Cross-cutting WBS 2.3 
● Change of Ofer’s effort from 0.65 to 0.85 across WBS 2.3

○ BNL Analysis Facility POC, 0.55 FTE (was 0.2)
○ CIOPS contribution 0.3 FTE (was 0.45), complemented by Qiulang 

Huang (0.25 FTE) 


