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Being self-aware

“Being aware of being aware of being… 
In other words, if I not only know that I 
am, but also know that I know it, then I 

belong to the human species. All the rest 
follows - the glory of thought, poetry, a 

vision of the universe. In that respect the 
gap between ape and man is 

immeasurably greater than one between 
amoeba and ape.” 

Vladimir Nabokov, Strong Opinions
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Do I know this 
topic?

Am I seeing 
things clearly?

crimson rather than scarlet. If enough candles are lit, you might even report
near certainty it’s crimson. All these reports reflect your increasing doxastic
confidence. But they also seem to reflect your increasing perceptual confidence.
A tablecloth doesn’t just look crimson or scarlet. It sometimes looks more likely
crimson than scarlet.

(3) While you’re at an optometrist’s office she asks you to identify letters on
an eye chart with the help of a series of lenses. At first, your experience will be
too blurry to give you much confidence that a particular letter is an E rather
than an F, B, or G. But as she improves your visual acuity you’ll report
increasing confidence. As a way of approximating this experience, try to
identify the letters below1:

1. This is a mere approximation, because when looking at the image on the left we’re inclined to
report that the image itself is blurred, but when looking at the optometrist’s eye chart we don’t
have the same inclination. When looking at the optometrist’s eye chart the blurriness seems to
be a feature of one’s relation to the eye chart—a feature of one’s perspective on the eye
chart—rather than a feature of the chart itself, perhaps because of depth and illumination cues.
Still, it’s a helpful approximation.

© 2016 Wiley Periodicals, Inc.
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Metacognition - “thinking about thinking”



Santiago Ramon y Cajal, 
1852 - 1934 

The raw materials



The biological basis of thought

M/EEG	–	millisecond	temporal	resolu5on,	
poorer	spa5al	resolu5on	



The biological basis of thought

fMRI	–	slow,	high	spa1al	resolu1on	





How to measure metacognition



Introspection, 
self-report

Behaviorism / 
psychophysics

W. Wundt

E. Titchener

Nisbett & 
Wilson 
(1977)

Metacognition 
(1980s- )

Ericsson & 
Simon 
(1984)

“skeptical 
introspectionists”

G. Fechner

B. F. Skinner



A primer on measuring metacognition 

BEHAVIOUR METACOGNITIVE 
JUDGMENT

E.g. answer to 
exam question; 
response in an 
experiment

E.g. confidence in 
getting the answer 
right



Studying metacognition: Type 1 and Type 2 decisions
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Heterarchy
A term used in social and 
information sciences that 
describes networks of 
elements in which each 
element has the same 
‘horizontal’ position of power 
and authority and has a 
theoretically equal role. It is 
used here as an antonym to 
hierarchy.

In this Review, we propose an architecture for percep-
tual decision making that consists of at least four com-
plementary, and in parts overlapping, systems. First, a 
system that accumulates and compares sensory evidence 
to compute a decision variable; second, a system that 
detects perceptual uncertainty or difficulty and signals 
when more attentional resources are required to process 
a task accurately; third, a system representing decision 
variables that extends to motor and premotor structures; 
and fourth, a system involved in performance monitor-
ing that detects when errors occur and decision strategies  
need to be adjusted to maximize performance.

Certainly, some of these processes happen serially; 
for example, to determine if an error has occurred you 
have to have made a decision. However, these systems 
do not act in a strictly hierarchical manner with a 
serial progression from perception to action. Rather, 
they interact in a heterarchical manner in which at least 

some of the processes happen in parallel. For example, 
oculomotor regions represent sensory evidence during 
stimulus processing.

Implications and future directions
The model sketched above might serve as a framework 
into which other important aspects of decision making 
could be incorporated.

We are beginning to understand the sub-processes 
that are involved in perceptual decision making; it will 
be important for future research to better characterize 
these components in both the spatial and the temporal 
domains. Furthermore, other factors are known to influ-
ence decision-making processes, and it will be important 
to specify on which neural mechanisms and systems 
these factors rely.

For example, the rewards that are associated with 
different options are an important factor in decision 

Figure 2 | A neural system for human perceptual decision making. a | Some models conjecture that perceptual 
decision making consists of components that act in a hierarchical manner, with serial progression from perception to 
action8,105. b | Based on the human neuroimaging studies reviewed here, we propose a different model for perceptual 
decision making that consists of at least four complementary, and in parts overlapping, systems. As with the hierarchical 
model depicted in part a, our model contains a system that represents sensory evidence (for example, one comprised of 
the fusiform face area (FFA) and the parahippocampal place area (PPA) for a face–house discrimination task) and a system 
that accumulates and compares sensory evidence to compute a decision variable (for example, the dorsolateral prefrontal 
cortex (DLPFC) is part of this system). In addition, our model conjectures that the system that represents decision variables 
extends to motor and premotor structures. Furthermore, there is a system that detects perceptual uncertainty or difficulty 
(for example, the anterior insula (aIns) and the inferior frontal gyrus (iFG)) and that signals when more attentional 
resources (that is, brain areas that are part of the attentional network, such as the frontal eye field) are required to process 
a task accurately. Finally, the system that is involved in performance monitoring (the posterior medial prefrontal cortex 
(pmPFC)) detects when errors occur and when decision strategies therefore need to be adjusted to maximize 
performance. Importantly, these systems do not act in a strictly hierarchical manner with a serial progression from 
perception to action. Rather, they interact in a heterarchical manner, with some of the processes happening in parallel. For 
example, premotor and motor regions represent sensory evidence during stimulus processing. Face image in part b 
reproduced, with permission, from REF. 46 � (2004) Macmillan Publishers Ltd.
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variables that extends to motor and premotor structures; 
and fourth, a system involved in performance monitor-
ing that detects when errors occur and decision strategies  
need to be adjusted to maximize performance.

Certainly, some of these processes happen serially; 
for example, to determine if an error has occurred you 
have to have made a decision. However, these systems 
do not act in a strictly hierarchical manner with a 
serial progression from perception to action. Rather, 
they interact in a heterarchical manner in which at least 

some of the processes happen in parallel. For example, 
oculomotor regions represent sensory evidence during 
stimulus processing.

Implications and future directions
The model sketched above might serve as a framework 
into which other important aspects of decision making 
could be incorporated.

We are beginning to understand the sub-processes 
that are involved in perceptual decision making; it will 
be important for future research to better characterize 
these components in both the spatial and the temporal 
domains. Furthermore, other factors are known to influ-
ence decision-making processes, and it will be important 
to specify on which neural mechanisms and systems 
these factors rely.

For example, the rewards that are associated with 
different options are an important factor in decision 

Figure 2 | A neural system for human perceptual decision making. a | Some models conjecture that perceptual 
decision making consists of components that act in a hierarchical manner, with serial progression from perception to 
action8,105. b | Based on the human neuroimaging studies reviewed here, we propose a different model for perceptual 
decision making that consists of at least four complementary, and in parts overlapping, systems. As with the hierarchical 
model depicted in part a, our model contains a system that represents sensory evidence (for example, one comprised of 
the fusiform face area (FFA) and the parahippocampal place area (PPA) for a face–house discrimination task) and a system 
that accumulates and compares sensory evidence to compute a decision variable (for example, the dorsolateral prefrontal 
cortex (DLPFC) is part of this system). In addition, our model conjectures that the system that represents decision variables 
extends to motor and premotor structures. Furthermore, there is a system that detects perceptual uncertainty or difficulty 
(for example, the anterior insula (aIns) and the inferior frontal gyrus (iFG)) and that signals when more attentional 
resources (that is, brain areas that are part of the attentional network, such as the frontal eye field) are required to process 
a task accurately. Finally, the system that is involved in performance monitoring (the posterior medial prefrontal cortex 
(pmPFC)) detects when errors occur and when decision strategies therefore need to be adjusted to maximize 
performance. Importantly, these systems do not act in a strictly hierarchical manner with a serial progression from 
perception to action. Rather, they interact in a heterarchical manner, with some of the processes happening in parallel. For 
example, premotor and motor regions represent sensory evidence during stimulus processing. Face image in part b 
reproduced, with permission, from REF. 46 � (2004) Macmillan Publishers Ltd.
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How confident am I? 
Did I make an error?

Type 1 decision:

Type 2 decision - a decision “about” the type 1 decision:
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Quantifying metacognition - type 2 ROC analysis

Type 2 ROC
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FIG. 5. Variation in measnred absorption coefficient with area at 2000 cps. 

paper are also shown. Withiu the same range of absorption 
coefficients, these two measurements coincide fairly well with 
each other. 

The details of this research will be published later in the 
Bulletin of the Kobayasi Institule of Physical Research. 

• V. L. Chrislet, J. Research Naœ1. Bur. Standards 13, 169-187 (1934). 
• K. Sato and M. Koyasu, J. Acoust. Soc. Japan I,t, 231-255 (1957). 

Two Types of ROC Curves and Definitions 
of Parameters* 

F. R. CLA[•:•, T. G. BmOSAL•, A•D W. P. TA•, J•. 
Electronic Defense Group, Uni*Jersity of Michigan. Ann Arbor, Michigan 

(Received February 26, 1959) 

WO types of ROC curves which have appeared in the literature 
have not been clearly distinguished. Also, the notation for 

describing the parameters of these curves has been confusing and 
sometimes contradictory. As we are going to suggest a common 
notation for both types of curves we will defer discussion of the 
two types of ROC curves for the moment. 

The symbol d • has been defined • as (2E/No)« necessary for an 
ideal observer to reach a performance level specified graphically 
by a single point on an ROC curve. In general, it does not describe 
an entire ROC curve, but is unique for that particular point. 
Also, d' has defining operations which are not connected with the 
ROC curve. 

The symbol d• is also to be defined as a performance measure 
for a particular point on an ROC curve. In general, it does not 
have any other defining operations. It may be used in instances 
when it is impossible or impractical to specify the energy of the 
signal(s) or the form of the noise. As with d', two different points 
from a single ROC curve may have different values of dL 

Almost all ROC curves (certainly all of those which have 
appeared in the literature) are fit very well by a straight line when 
the data are plotted on normal-normal probability paper. Thus, 
the data can be closely approximated by assuming that the two 
hypotheses under test are normally distributed on some decision 
axis X. These distributions may or may not have equal variance. 
We wish to suggest the following two parameters to describe such 
ROC curves: (1) That value of dl which is obtained when the 
cutoff point on the decision axis is chosen such that the conditional 

probability of being correct for a decision is the same for both 
hypotheses. We will designate this value by (d•),. (2) The slope 
s of the ROC curve when plotted on normal-normal probability 
paper. The value of (d•)• may be read directly off the ROC plot 
on normal-normal paper. First, one takes that point for which the 
probability on the ordinate is equal to one minus the probability 
on the abscissa. '['he ordinate value, on the normal deviate scale, 
of this point minus the abscissa value, on the uormal deviate scale, 
of the point is equal to (d«)•. The slope of the curve is also taken 
in terms of the normal deviate scales. In the event that the slope 
is unity, the valne of d« is a constant for all points on a given 
ROC curve. 

Now let us distinguish two types of ROC curves. 
Type 1--The stimulus-conditional ROC curve: One example of 

this type of ROC curve is a plot of the probability of accepting 
the hypothesis of signal-plus-noise when, in fact, signal-plus- 
noise was presented, against the probability of accepting the 
hypothesis of signalsplus-noise when noise alone was presented. 
Thus, in typical notation, this is a plot of Ps.¾(A) against P•(A). 

Type 2--The response-conditional ROC curve: This ROC 
curve is the plot of the probability of an observer accepting his 
identification of a stimulus as being correct when it is, in fact, 
correct, against the probability of the observer accepting his 
identification of a stimnlus as correct when it is actually incorrect. 
This may be denoted as a plot of Pc(Y) against P•(Y). 

The similarities and differences of these two types of ROC curves 
may be made apparent by consideration of a simple example. 
Consider an ideal observer attempting to detect a signal known 
exactly in a background of white Gaussian noise. It has been shown a 
that the relevant decision axis is a likelihood ratio or some mono- 
tone transformation of this likelihood ratio, where l(x) 
P•(x). If we consider the transformation y= [1ogl(x)]/(2E/No)•, 
the two hypotheses are normally distributed, each with unit 
variance and a separation between the means equal to d'. 

A Type I ROC curve may be generated by varying a cutoff 
point, y= F', from plus infinity to minus infinity. For any cutoff 
point Y, 

Ps,v(A)= f•/•f•(y)dy and P•v(A)= f/•f•,(y)dy. 
As the slope for this particular curve is unity, we have, for all 
points on this curve, d•=d'= (2E/No)«. 

The Type 2 ROC curve is more complicated as it deals with the 
receiver's rating of confidence in his identification response. 
Thus, the curve will depend upon the particular value of Y 
utilized by the observer in deciding between the hypothesis of 
signal-plus-noise and the hypothesis of noise alone. For the 
particular example to be considered here, we will assume an ideal 
observer operating so as to maximize percent correct in distinguish- 
ing between a signal-plus-noise and noise alone when a priori 
probabilities are equal. With the transformation noted in the 
foregoing the ideal observer would use a cutoff point y=0, titat 
is, l(x) = 1. Thus, if y>0, this observer accepts the hypothesis that 
signal-plus-noise is present, and if y <0 he rejects this hypothesis. 
Percent correct? p(C), is defined in this case as (1/2)l•Paw(A) 
+œ•(CA)]. In the Type 2 ROC case, the observer is testing the 
two complementary hypotheses, "identification response correct" 
and "identification response incorrect." The observer's decision 
axis is again a likelihood ratio, in this instance, l•(x)=Pc(x)/ 
P•(x), where Pc(x) is the probability of the observation x given 
that the identification response made under some particular 
decision rule r was correct and P•(x) is similarly defined. In this 
example, the decision rule for making identification responses 
results in l•(x)=l(x) if y>0 and l,(x)=I/l(x) if y<0. Thus, 
letting w=ly], the distributions of the two hypotheses are 
given by 

f•(w)=0 if w<0, f•(W)=p(i)(2r) • 
if w>0 

Downloaded 01 Jun 2011 to 144.82.100.71. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/terms.jsp



Generative model for metacognition - meta-d’ 
A

CorrectIncorrect

Confidence
Low High

p(confidence|incorrect)
p(

co
nf

id
en

ce
|c

or
re

ct
)

meta-d’ (fitted to 
type 2 ROC) 
compared to 
observed d’

Observed confidence 
distributions

Type 2 ROCType 1 SDT parameters

B Gaussian noise 
added to 
confidence 
ratings

Maniscalco & Lau (2012) Consciousness & Cognition; Fleming (2017) Neuroscience of Consciousness



Maniscalco & Lau (2012) Consciousness & Cognition; Fleming (2017) Neuroscience of Consciousness

Stimulus

Response

Confidence

d’

meta-d’

Metacognitive 
(Type 2) 

sensitivity

Type 1 
sensitivity

Premotor and
motor structures

Nature Reviews | Neuroscience

Sensory evidence Accumulation

Uncertainty/
difficulty (aIns, iFG)

Performance
monitoring (pmPFC)

Categorization

Decision
variables (DLPFC)

Sensory
evidence (FFA, PPA)

Action

Action

a

b

Heterarchy
A term used in social and 
information sciences that 
describes networks of 
elements in which each 
element has the same 
‘horizontal’ position of power 
and authority and has a 
theoretically equal role. It is 
used here as an antonym to 
hierarchy.

In this Review, we propose an architecture for percep-
tual decision making that consists of at least four com-
plementary, and in parts overlapping, systems. First, a 
system that accumulates and compares sensory evidence 
to compute a decision variable; second, a system that 
detects perceptual uncertainty or difficulty and signals 
when more attentional resources are required to process 
a task accurately; third, a system representing decision 
variables that extends to motor and premotor structures; 
and fourth, a system involved in performance monitor-
ing that detects when errors occur and decision strategies  
need to be adjusted to maximize performance.

Certainly, some of these processes happen serially; 
for example, to determine if an error has occurred you 
have to have made a decision. However, these systems 
do not act in a strictly hierarchical manner with a 
serial progression from perception to action. Rather, 
they interact in a heterarchical manner in which at least 

some of the processes happen in parallel. For example, 
oculomotor regions represent sensory evidence during 
stimulus processing.

Implications and future directions
The model sketched above might serve as a framework 
into which other important aspects of decision making 
could be incorporated.

We are beginning to understand the sub-processes 
that are involved in perceptual decision making; it will 
be important for future research to better characterize 
these components in both the spatial and the temporal 
domains. Furthermore, other factors are known to influ-
ence decision-making processes, and it will be important 
to specify on which neural mechanisms and systems 
these factors rely.

For example, the rewards that are associated with 
different options are an important factor in decision 

Figure 2 | A neural system for human perceptual decision making. a | Some models conjecture that perceptual 
decision making consists of components that act in a hierarchical manner, with serial progression from perception to 
action8,105. b | Based on the human neuroimaging studies reviewed here, we propose a different model for perceptual 
decision making that consists of at least four complementary, and in parts overlapping, systems. As with the hierarchical 
model depicted in part a, our model contains a system that represents sensory evidence (for example, one comprised of 
the fusiform face area (FFA) and the parahippocampal place area (PPA) for a face–house discrimination task) and a system 
that accumulates and compares sensory evidence to compute a decision variable (for example, the dorsolateral prefrontal 
cortex (DLPFC) is part of this system). In addition, our model conjectures that the system that represents decision variables 
extends to motor and premotor structures. Furthermore, there is a system that detects perceptual uncertainty or difficulty 
(for example, the anterior insula (aIns) and the inferior frontal gyrus (iFG)) and that signals when more attentional 
resources (that is, brain areas that are part of the attentional network, such as the frontal eye field) are required to process 
a task accurately. Finally, the system that is involved in performance monitoring (the posterior medial prefrontal cortex 
(pmPFC)) detects when errors occur and when decision strategies therefore need to be adjusted to maximize 
performance. Importantly, these systems do not act in a strictly hierarchical manner with a serial progression from 
perception to action. Rather, they interact in a heterarchical manner, with some of the processes happening in parallel. For 
example, premotor and motor regions represent sensory evidence during stimulus processing. Face image in part b 
reproduced, with permission, from REF. 46 � (2004) Macmillan Publishers Ltd.
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ing that detects when errors occur and decision strategies  
need to be adjusted to maximize performance.

Certainly, some of these processes happen serially; 
for example, to determine if an error has occurred you 
have to have made a decision. However, these systems 
do not act in a strictly hierarchical manner with a 
serial progression from perception to action. Rather, 
they interact in a heterarchical manner in which at least 

some of the processes happen in parallel. For example, 
oculomotor regions represent sensory evidence during 
stimulus processing.

Implications and future directions
The model sketched above might serve as a framework 
into which other important aspects of decision making 
could be incorporated.

We are beginning to understand the sub-processes 
that are involved in perceptual decision making; it will 
be important for future research to better characterize 
these components in both the spatial and the temporal 
domains. Furthermore, other factors are known to influ-
ence decision-making processes, and it will be important 
to specify on which neural mechanisms and systems 
these factors rely.

For example, the rewards that are associated with 
different options are an important factor in decision 

Figure 2 | A neural system for human perceptual decision making. a | Some models conjecture that perceptual 
decision making consists of components that act in a hierarchical manner, with serial progression from perception to 
action8,105. b | Based on the human neuroimaging studies reviewed here, we propose a different model for perceptual 
decision making that consists of at least four complementary, and in parts overlapping, systems. As with the hierarchical 
model depicted in part a, our model contains a system that represents sensory evidence (for example, one comprised of 
the fusiform face area (FFA) and the parahippocampal place area (PPA) for a face–house discrimination task) and a system 
that accumulates and compares sensory evidence to compute a decision variable (for example, the dorsolateral prefrontal 
cortex (DLPFC) is part of this system). In addition, our model conjectures that the system that represents decision variables 
extends to motor and premotor structures. Furthermore, there is a system that detects perceptual uncertainty or difficulty 
(for example, the anterior insula (aIns) and the inferior frontal gyrus (iFG)) and that signals when more attentional 
resources (that is, brain areas that are part of the attentional network, such as the frontal eye field) are required to process 
a task accurately. Finally, the system that is involved in performance monitoring (the posterior medial prefrontal cortex 
(pmPFC)) detects when errors occur and when decision strategies therefore need to be adjusted to maximize 
performance. Importantly, these systems do not act in a strictly hierarchical manner with a serial progression from 
perception to action. Rather, they interact in a heterarchical manner, with some of the processes happening in parallel. For 
example, premotor and motor regions represent sensory evidence during stimulus processing. Face image in part b 
reproduced, with permission, from REF. 46 � (2004) Macmillan Publishers Ltd.
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Key focus on frontal 
lobe; damage often 
affects self-awareness / 
insight



The cerebral loci of differences in the capacity for 
introspection between individualsintrospection between individuals

Fleming et al., Science 2010

The ability to make a second-order judgment (on the veracity of a first-order judgment) 
varies from one person to the other.
It is deteriorated in patients with frontal lobe lesions, in particular in the uppermost frontal 
section (rostral).
C h b l i i h b l h i h i i f h b i iCan there be correlation with more subtle changes in the organization of the brain in 
normal subjects? 
Here, subjects engage in a difficult psychophysical task (detecting a patch of a slightly
hi h t t b t 2 )higher contrast between 2 screens ). 
This task is maintained close to the threshold to ensure an overall success rate of 71%.
After each trial, participants report their degree of confidence in their first response .

Isolating metacognition from performance

Fleming et al. (2010) Science

Performance titrated using a 2-down 1-up staircase 
32 participants 
600 trials per participant 
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expression of this behavioral trait. In a whole-
brain analysis of white-matter microstructure
(21), we found that FA (a measure of white-
matter integrity) in the genu of the corpus
callosum was positively dependent on Aroc (Fig.
4) (P < 0.05, corrected for multiple comparisons).
This specific subdivision of the corpus callosum
contains white-matter fibers connected with the
anterior and orbital PFCs in humans (25), con-
sistent with metacognitive ability being depen-
dent not only on anterior prefrontal gray matter
but also on reciprocal projections to and from this
area. Neither objective performance (stimulus con-
trast or d′) nor overall confidence (Broc) correlated
with gray-matter volume or white-matter FA
elsewhere in the brain (P > 0.05, corrected for
multiple comparisons; see tables S2 and S3 for
uncorrected correlations). We note that an absence
of structural correlations with these parameters
may have been due to our design deliberately
minimizing variability in both d′ and Broc to isolate
the neural correlates of introspective ability (Aroc).

One concern is that the structural covariation
that we observed may have been potentially con-
founded by differences in perceptual ability.
Good perceptual ability may be reflected in the
staircase procedure converging on consistently
low values for stimulus contrast for a given in-
dividual. Therefore, we carried out control analy-
ses (table S4) (21) to rule out this alternative
explanation. These results demonstrated signifi-
cant correlations of gray matter and FAwith Aroc
in the anterior PFC when controlling for changes
in task parameters and an absence of correlations
with task parameters themselves. Thus, the structure-
behavior correlations we observed here are unlikely
to be due to low-level differences in performance,
but instead relate to underlying differences in in-
dividual metacognitive ability.

How might these regions contribute to meta-
cognition? Anterior subdivisions of the PFC have

been implicated in high-level control of cognition
(19, 20, 26, 27) and are well placed to integrate
supramodal perceptual information with decision
output (28), a process thought to be key for
metacognitive sensitivity (1). Dorsolateral pre-
frontal activity increases under conditions in
which subjective reports match objective percep-
tual performance (29), suggesting a computa-
tional role in linking performance to confidence.
Consistent with prefrontal gray-matter volume
playing a causal role in metacognition, patients
with lesions to the anterior PFC show deficits in
subjective reports as compared with controls,
after factoring out differences in objective per-
formance (16). Furthermore, impairing dorso-
lateral PFC function with theta-burst transcranial
magnetic stimulation compromises the metacog-
nitive sensitivity of subjective reports of aware-
ness but leaves underlying task performance intact
(30). Together with the present work, these find-
ings suggest a central role for anterior and dor-
solateral PFC in metacognitive sensitivity. Our
present findings may reflect innate differences in
anatomy or, alternatively, may reflect the effects
of experience and learning, as has been found in
the sensorimotor domain (14, 15). This raises the
tantalizing possibility of being able to “train”meta-
cognitive ability by harnessing underlying neural
plasticity in the regions that we identify here (31).

Our main finding is a delineation of a notice-
ably focal anatomical substrate that predicts in-
terindividual variability in metacognitive ability.
As with any correlational method, we cannot es-
tablish whether the covariation we observed be-
tween brain structure and metacognition reflects a
causal relation. However, given a wealth of evi-
dence for changes in gray-matter volume within
and between individuals associated with a range of
skills, we propose that underlying differences in
metacognitive ability are similarly dependent on
large-scale brain anatomy. Our data provide an ini-

tial window to the biological basis of the ability to
link objective performance to subjective confidence.
The demonstration that this ability may be depen-
dent on local and phylogenetically recent prefrontal
anatomy is consistent with a conjecture that meta-
cognitive function has been selected for during
evolution (32), facilitating computations that allow
us to introspect about self-performance.
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Fig. 4. White-matter
microstructure correlated
with introspective ability.
(A) Statistical (T) map of
voxelwise correlations be-
tween FA and Aroc, thresh-
olded at T > 3 for display
purposes and overlaid on
sagittal (left) and axial
(right) slices of the aver-
age FA image across par-
ticipants, at the x and z
coordinates indicated. A
region within the genu of
theanteriorcorpuscallosum
showed a correlation be-
tween FA and metacog-
nitive ability that was
statistically significant
after correcting for mul-
tiple comparisons (P <
0.05). (B) Plot of FA in
the anterior corpus callosum cluster against both Aroc and d′, indicating that the correlation with
metacognitive ability was independent of task performance.
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The cerebral loci of differences in the capacity for 
introspection between individualsintrospection between individuals

Fleming et al., Science 2010

The ability to make a second-order judgment (on the veracity of a first-order judgment) 
varies from one person to the other.
It is deteriorated in patients with frontal lobe lesions, in particular in the uppermost frontal 
section (rostral).
C h b l i i h b l h i h i i f h b i iCan there be correlation with more subtle changes in the organization of the brain in 
normal subjects? 
Here, subjects engage in a difficult psychophysical task (detecting a patch of a slightly
hi h t t b t 2 )higher contrast between 2 screens ). 
This task is maintained close to the threshold to ensure an overall success rate of 71%.
After each trial, participants report their degree of confidence in their first response .Isolating metacognition from performance

function have emphasized a role for anterior
(rostrolateral) prefrontal cortex (PFC) in carrying
out second-order operations on internally gen-
erated information (19, 20), a process necessary
formetacognition.We hypothesized that the local
structure of these regions (both gray-matter vol-
ume and white-matter integrity) might reflect an
individual’s metacognitive ability.

We studied 32 healthy human participants
while they made a series of visual judgements
(21). The difficulty of the visual judgement was
varied on a per-participant basis to keep per-
formance at a constant level (71%), near sensory
threshold. In addition to asking participants to
make these objective perceptual judgements, we
also asked them to provide ratings of confidence
in their decisions after each trial (Fig. 1). We then
used these ratings to determine metacognitive
ability at an individual level through the construc-
tion of type II receiver operating characteristic
(ROC) curves (Fig. 2A) (21–23). The ROCmodel
provided an excellent fit to our data across par-
ticipants (mean explained variance R2 = 0.97 T
0.023). The area between the major diagonal and
an individual’s ROC curve is a measure of the
ability to link confidence to perceptual perform-
ance (Aroc). We found considerable variation
across individuals in metacognitive ability (Aroc =
0.55 to 0.75), despite underlying task perform-
ance being held constant (proportion correct: 70
to 74%); furthermore, these measures were un-
correlated (Pearson’s correlation coefficient r =
–0.21, P = 0.24). To establish whether this
variability was stable, we split data from each
participant into two halves and computed the
test-retest reliability of the two sets. This analysis
revealed intraparticipant consistency in Aroc (r =
0.69, P = 0.00001) (fig. S2).

Having quantified interindividual variability
in introspection, we then asked whether this var-
iability in introspective judgements was predicted
by variability in brain structure using two distinct
measures: gray-matter volume measured from T1-
weighted anatomical images and the fractional
anisotropy (FA) of white matter measured from
diffusion tensor images. Our analysis examined the
possible relation between brain structure and four
different measures: the metacognitive ability (Aroc)
of our participants, objective performance on the
perceptual task (sensitivity, d′, and criterion, c), and
the tendency to use high or low confidence re-
sponses on individual trials (Broc) [see supporting
online material (SOM) methods section for de-
tails]. Having removed the potentially confound-
ing factors (24) of overall brain size and gender
(as regressors of no interest), we found that an in-
dividual’s metacognitive ability (Aroc) was signif-
icantly correlated with gray-matter volume in the
right anterior PFC (Fig. 3A) [Brodmann area (BA)
10; peak voxel coordinates: [24, 65, 18]; tmax =
4.8; P < 0.05, corrected for multiple compari-
sons]. Furthermore, gray-matter volume in this re-
gion did not correlate with task performance, as
indexed by d′ (Fig. 3B) (r = 0.15, P = 0.42), or
overall confidence (Broc)( r = –0.023, P = 0.90).

Gray-matter volume in a homologous region in
the left anterior PFC was also correlated with
Aroc but did not survive correction for multiple
comparisons across the brain volume. Details
of this and other clusters that did not survive a
whole-brain correction are listed in table S2.
Thus, variability in introspective judgements of
performance on a simple visual-detection task
was predicted by variability in the anatomical
structure of the anterior PFC (BA 10), indepen-
dently of both objective performance and level
of confidence. Finally, whereas our primary ques-
tion addressed positive dependence of gray matter
on Aroc, we also found that the left inferior tem-

poral gyrus showed a negative correlation with
metacognitive sensitivity (Fig. 3A) (coordinates:
[–56, –30, –26]; tmax = 4.66; P < 0.05, corrected
for multiple comparisons), accompanied by a sim-
ilar region on the right that did not survive cor-
rection for multiple comparisons (see table S2 for
full details and coordinates).

After we established that gray-matter volume
was predictive of Aroc, we next analyzed white-
matter microstructure. If the structure of the an-
terior PFC is functionally related to metacognitive
performance, we hypothesized that white-matter
tracts connected with this region would also
show a similar microstructural correlation with
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Fig. 2. ROC calculation and behavioral performance. (A) Participants’ confidence ratings were used to
construct a type II ROC function that quantifies the ability to discriminate between correct and incorrect
responses cumulated across levels of confidence. Aroc was calculated as the shaded area between the ROC
curve and the major diagonal (21). Mutually perpendicular dotted and solid lines represent the minor and
major diagonals, respectively. (B) Plot of the relation between task performance (percentage correct) and
Aroc, with participants ordered by increasing Aroc value.
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Fig. 3. Gray-matter volume correlated with introspective ability. (A) Projection of statistical (T) maps for
positive (hot color map: red, orange, yellow) and negative (cool color map: blue) correlations with Aroc
onto an inflated cortical surface (T1-weighted template, thresholded at T > 3 for display purposes).
Significant clusters (P < 0.05, corrected for multiple comparisons) where metacognitive ability correlated
with gray-matter volume (see SOMmethods) were found in right anterior PFC (BA 10; positive correlation)
and the left inferior temporal gyrus (negative correlation), accompanied by contralateral homologous
clusters at P < 0.001, uncorrected. (B) Plot of gray-matter volume in the right BA 10 cluster against both
Aroc and d′ (see SOM methods for full details), indicating that the correlation with metacognitive ability
was independent of task performance. a.u., arbitrary units.
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- Metacognitive sensitivity 
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increasing the maturation of miR-16 from its
precursor pre/pri–miR-16. Raphe additionally
responds to chronic fluoxetine treatment by
releasing S100b, which in turn acts on the
noradrenergic neurons of the locus coeruleus. By
lowering miR-16 levels, S100b unlocks the ex-
pression of serotonergic functions in this nor-
adrenergic brain area. Our pharmacological and
behavioral data thus posit miR-16 as a central
effector that regulates SERT expression and
mediates the adaptive response of serotonergic
and noradrenergic neurons to fluoxetine treatment.
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Relating Introspective Accuracy to
Individual Differences in
Brain Structure
Stephen M. Fleming,1*† Rimona S. Weil,1,2* Zoltan Nagy,1 Raymond J. Dolan,1 Geraint Rees1,2

The ability to introspect about self-performance is key to human subjective experience, but the
neuroanatomical basis of this ability is unknown. Such accurate introspection requires discriminating
correct decisions from incorrect ones, a capacity that varies substantially across individuals.
We dissociated variation in introspective ability from objective performance in a simple perceptual-
decision task, allowing us to determine whether this interindividual variability was associated with a
distinct neural basis. We show that introspective ability is correlated with gray matter volume in the
anterior prefrontal cortex, a region that shows marked evolutionary development in humans. Moreover,
interindividual variation in introspective ability is also correlated with white-matter microstructure
connected with this area of the prefrontal cortex. Our findings point to a focal neuroanatomical substrate
for introspective ability, a substrate distinct from that supporting primary perception.

Our moment-to-moment judgments of the
outside world are often subject to intro-
spective interrogation. In this context,

introspective or “metacognitive” sensitivity refers

to the ability to discriminate correct from in-
correct perceptual decisions (1), and its accuracy
is essential for the appropriate guidance of
decision-making and action (2, 3). For example,
low confidence that a recent decision was correct
may prompt us to reexamine the evidence or seek
a second opinion. Recently, behavioral studies
have begun to quantify metacognitive accuracy
following simple perceptual decisions and to
isolate variations in this ability: A decision may
be made poorly, yet an individual may believe

that his or her performance was good, or vice
versa (4–8). Whereas previous work has inves-
tigated how confidence in perceptual decisions
varies from trial to trial (9, 10), little is known
about the biological basis of metacognitive abil-
ity, defined here as how well an individual’s con-
fidence ratings discriminate correct from incorrect
decisions over time. We hypothesized that in-
dividual differences in metacognitive ability
would be reflected in the anatomy of brain re-
gions responsible for this function, in line with
similar associations between brain anatomy and
performance in other cognitive domains (11–15).

We objectively quantified variability in meta-
cognitive sensitivity between individuals and
then related these interindividual differences to
brain structure measured with magnetic reso-
nance imaging (MRI). This approach was mo-
tivated by observations that individual differences
in a range of skills—such as language (11),
decision-making (12), and memory (13)—are
consistently associated with variation in healthy
brain anatomy. Our experimental design dis-
sociated a quantitative measure of metacognitive
accuracy, Aroc (which is specific to an individual),
from both objective task performance and subjec-
tive confidence (which both vary on a trial-by-trial
basis). Earlier patient studies describe candidate
brain regions in which damage is associated with
poor introspective ability: in particular, a prefrontal-
parietal network (16–18). Theories of prefrontal

1Wellcome Trust Centre for Neuroimaging, University College
London, 12 Queen Square, London WC1N 3BG, UK. 2Institute
of Cognitive Neuroscience, University College London, 17
Queen Square, London WC1N 3AR, UK.

*These authors contributed equally to this work.
†To whom correspondence should be addressed. E-mail:
s.fleming@fil.ion.ucl.ac.uk

Fig. 1. Behavioral task. Participants com-
pleted a two-alternative forced-choice task
that required two judgments per trial: a
perceptual response followed by an es-
timate of relative confidence in their deci-
sion. The perceptual response indicated
whether the first or second temporal in-
terval contained the higher-contrast (pop-
out) Gabor patch (highlighted here with a
dashed circle that was not present in the
actual display), which could appear at any one of six locations around a central
fixation point. Pop-out Gabor contrast was continually adjusted with the use of
a staircase procedure to maintain ~71% performance. Confidence ratings were

made using a one-to-six scale, with participants encouraged to use the whole scale
from one = low relative confidence to six = high relative confidence. The black
square in the rightmost panel indicates the choice made in the metacognitive task.
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Right frontopolar cortex activity correlates with reliability of retrospective rating
of confidence in short-term recognition memory performance
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a b s t r a c t

Human memory systems contain self-monitoring mechanisms for evaluating their progress. People can
change their learning strategy on the basis of confidence in their performance at that time. However, it
has not been fully understood how the brain is engaged in reliable rating of confidence in past recogni-
tion memory performance. We measured the brain activity by fMRI while healthy subjects performed
a visual short-term recognition memory test and then rated their confidence in their answers as high,
middle, or low. As shown previously, their behavioral performance in the confidence rating widely var-
ied; some showed a positive confidence–recognition correlation (i.e., “rate reliably”) while others did
not. Among brain regions showing greater activity during rating their confidence relative to during a
control, non-metamemory task (discriminating brightness of words), only a posterior-dorsal part of the
right frontopolar cortex exhibited higher activity as the confidence level better correlated with actual
recognition memory performance. These results suggest that activation in the right frontopolar cortex is
key to a reliable, retrospective rating of confidence in short-term recognition memory performance.

© 2010 Elsevier Ireland Ltd and the Japan Neuroscience Society. All rights reserved.

1. Introduction

The ability to monitor and evaluate one’s own memory per-
formance is an outstanding feature of the human memory system
(Nelson and Narens, 1990). This ability is one of the metacognitive
processes that leads to self-consciousness (Nelson, 1996) and pro-
vides information for self-directed control processes (Flavell, 1979;
Nelson and Narens, 1990; Koriat and Goldsmith, 1996; Smith et al.,
2003). For example, a lack of confidence following one’s own mem-
ory retrieval often redirects behavior, such as reallocation of study
time during learning and changes of retrieval strategy (Nelson and
Leonesio, 1988; Nelson and Narens, 1990). Although subjective
confidence in one’s own memory retrieval performance usually
correlates with actual memory performance, that degree of the

∗ Corresponding author at: Cognitive Neuroscience Section, Department of Behav-
ioral and Brain Sciences, Primate Research Institute, Kyoto University, 41-2 Kanrin,
Inuyama, Aichi 484-8506, Japan. Tel.: +81 568 63 0558.

E-mail address: katsuki@pri.kyoto-u.ac.jp (K. Nakamura).

correlation, hereafter referred to in this article as “reliability”, var-
ied substantially across conditions and individuals (Thompson and
Mason, 1996; Kelemen et al., 2000). As reliable confidence ensures
effective self-control, high reliability is important in guiding one’s
own behavior adaptively and should be one of the fundamental
features of metamemory throughout the evolution of the capacity.

In recent years, some functional magnetic resonance imaging
(fMRI) studies have provided findings related to brain mechanisms
associated with both processes and subjective level of retrospective
confidence in recognition memory: an fMRI study reported activa-
tion in the bilateral lateral parietal, insula, superior frontal, dorsal
medial prefrontal, and right orbitofrontal regions during confi-
dence assessment compared to during recognition in a face–name
associative paradigm (Chua et al., 2006). Neural substrates of
subjective confidence level in recognition memory have been sug-
gested by several studies, in which high confidence at recognition
was found to activate the anterior and posterior cingulate cortex
bilaterally, along with medial temporal regions, in comparison to
activations occurring with low confidence (Chua et al., 2006; Moritz
et al., 2006; Kim and Cabeza, 2007).

0168-0102/$ – see front matter © 2010 Elsevier Ireland Ltd and the Japan Neuroscience Society. All rights reserved.
doi:10.1016/j.neures.2010.07.2041
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Anatomical Coupling between Distinct Metacognitive
Systems for Memory and Visual Perception

Li Yan McCurdy,1 Brian Maniscalco,1 Janet Metcalfe,1 Ka Yuet Liu,2 Floris P. de Lange,3 and Hakwan Lau1,3
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A recent study found that, across individuals, gray matter volume in the frontal polar region was correlated with visual metacognition
capacity (i.e., how well one’s confidence ratings distinguish between correct and incorrect judgments). A question arises as to whether the
putative metacognitive mechanisms in this region are also used in other metacognitive tasks involving, for example, memory. A novel
psychophysical measure allowed us to assess metacognitive efficiency separately in a visual and a memory task, while taking variations in
basic task performance capacity into account. We found that, across individuals, metacognitive efficiencies positively correlated between
the two tasks. However, voxel-based morphometry analysis revealed distinct brain structures for the two kinds of metacognition.
Replicating a previous finding, variation in visual metacognitive efficiency was correlated with volume of frontal polar regions. However,
variation in memory metacognitive efficiency was correlated with volume of the precuneus. There was also a weak correlation between
visual metacognitive efficiency and precuneus volume, which may account for the behavioral correlation between visual and memory
metacognition (i.e., the precuneus may contain common mechanisms for both types of metacognition). However, we also found that gray
matter volumes of the frontal polar and precuneus regions themselves correlated across individuals, and a formal model comparison
analysis suggested that this structural covariation was sufficient to account for the behavioral correlation of metacognition in the two
tasks. These results highlight the importance of the precuneus in higher-order memory processing and suggest that there may be
functionally distinct metacognitive systems in the human brain.

Introduction
What is the neural basis of metacognition, i.e., the introspective
ability to monitor one’s own mental processes (Metcalfe and
Shimamura, 1994; Shimamura, 2008)? In a recent study, Fleming
et al. (2010) reported a positive correlation between individuals’
metacognitive capacity and anterior prefrontal cortex (aPFC)
gray matter volume. Metacognitive capacity was quantified by
measuring how well one’s trial-by-trial confidence judgments
discriminate between correct and incorrect responses on psycho-
physical tasks (Galvin et al., 2003).

One important question that arises is whether such putative
metacognitive mechanisms in the aPFC are task specific or not.
On one hand, the PFC has interconnections with virtually all
sensory, motor, and memory systems (Miller and Cohen, 2001),
so it is possible that the structural correlates in the aPFC reported
by Fleming et al. (2010) reflect a general mechanism for various
kinds of metacognitive behavior. Supporting this notion, Song et

al. (2011) recently demonstrated a positive behavioral correlation
between metacognitive capacities on two different visual tasks.
Using different task paradigms and methodology, other studies
also support this claim (Schraw et al., 1995; Veenman et al., 1997;
Schraw and Nietfeld, 1998; Veenman and Verheij, 2003;
Veenman and Beishuizen, 2004). However, there is also empirical
evidence and theoretical ideas to the contrary, suggesting distinct
mechanisms involved with different kinds of metacognition
(Glaser et al., 1992; Kelemen et al., 2000; Weaver and Kelemen,
2002; Schnyer et al., 2004; Pannu et al., 2005).

In this study, we tested whether metacognitive capacity on a
word memory task and a visual perception task was behaviorally
correlated across individuals, and whether they depended on the
same neural structures. To do so, a technical challenge had to be
overcome. It is known that metacognitive capacity is constrained
by basic task performance (e.g., visual discrimination accuracy)
(Galvin et al., 2003; Rotello et al., 2008). Therefore, measure-
ments of memory and visual metacognition could be contami-
nated by variations in basic task performances. In the study by
Fleming et al. (2010), this problem was circumvented by titrating
the physical stimulus to keep basic visual task performance con-
stant. However, such titration is relatively difficult to achieve in a
memory task.

Here we used a recently developed psychophysical measure of
metacognitive capacity to address this problem (Maniscalco and
Lau, 2012). This new measure, known as meta-d!, has the advan-
tage of being expressed in the same units as the signal-to-noise
ratio units for the standard signal-detection theoretic measure d!
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A B S T R A C T

The ability to introspectively evaluate our experiences to form accurate metacognitive beliefs, or insight, is an
essential component of decision-making. Previous research suggests individuals vary substantially in their level
of insight, and that this variation is related to brain volume and function, particularly in the anterior prefrontal
cortex (aPFC). However, the neurobiological mechanisms underlying these effects are unclear, as qualitative,
macroscopic measures such as brain volume can be related to a variety of microstructural features. Here we
leverage a high-resolution (800 µm isotropic) multi-parameter mapping technique in 48 healthy individuals to
delineate quantitative markers of in vivo histological features underlying metacognitive ability. Specifically, we
examined how neuroimaging markers of local grey matter myelination and iron content relate to insight as
measured by a signal-theoretic model of subjective confidence. Our results revealed a pattern of microstructural
correlates of perceptual metacognition in the aPFC, precuneus, hippocampus, and visual cortices. In particular,
we extend previous volumetric findings to show that right aPFC myeloarchitecture positively relates to
metacognitive insight. In contrast, decreased myelination in the left hippocampus correlated with better
metacognitive insight. These results highlight the ability of quantitative neuroimaging to reveal novel brain-
behaviour correlates and may motivate future research on their environmental and developmental under-
pinnings.

Introduction

The metacognitive capacity for self-monitoring is at the core of
learning and decision-making (Flavell, 1979). As a general capacity,
metacognition is thought to enable the flexible monitoring and control
of perception, memory, and other cognitive processes (Fernandez-
Duque et al., 2000). An efficient approach to quantifying this ability lies
in the application of signal-detection theory to estimate the sensitivity
of self-reported confidence to objective discrimination performance
(Fleming and Lau, 2014). Individual differences in metacognitive
sensitivity thus quantified are related to the morphology, function,
and connectivity of the anterior prefrontal cortex (aPFC), precuneus,
and other cortical areas (Fleming and Dolan, 2012). Here, we expand
on these findings using a recently developed multi-parameter mapping
(MPM) and voxel-based quantification (VBQ) technique to better

elucidate the neurobiological mechanisms underpinning these effects.
The volume and function of the anterior prefrontal cortex (aPFC) and

precuneus have repeatedly been related to metacognitive ability (Fleming
et al., 2014, 2012, 2010a; McCurdy et al., 2013; Sinanaj et al., 2015).
Notably, several studies found a positive relationship between right aPFC
volume and metacognition (Fleming et al., 2010a; McCurdy et al., 2013;
Sinanaj et al., 2015). While convergent evidence from anatomical, lesion-
based, and functional connectivity studies suggest that the right aPFC is
specific to perceptual metacognition, metacognition for memory has
instead been related to midline cortical (e.g., mPFC and PCC/precuneus)
and hippocampal structures (Baird et al., 2013; Fleming et al., 2014,
2012; McCurdy et al., 2013). Although these studies suggest that the
ability to introspect on perception and memory depends on the develop-
ment of a neural mechanism involving both domain-specific and general
aspects, the underlying neurobiology driving the relationship between
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Medial and Lateral Networks in Anterior Prefrontal Cortex
Support Metacognitive Ability for Memory and Perception
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Convergent evidence indicates that frontopolar Brodmann area 10, and more generally the anterior prefrontal cortex (aPFC), supports the
human capacity to monitor and reflect on cognition and experience. An important unanswered question, however, is whether aPFC is a homo-
geneous region that supports a general-purpose metacognitive ability or whether there could be regional specialization within aPFC with respect
to specific types of metacognitive processes. Previous studies suggest that the lateral and medial subdivisions within aPFC may support meta-
cognitive judgments of moment-to-moment perceptual processes and assessments of information from memory stored over longer time scales,
respectively. Here we directly compared intraindividual variability in metacognitive capacity for perceptual decisions and memorial judgments
and used resting-state functional connectivity (rs-fcMRI) to relate this variability to the connectivity of the medial and lateral regions of aPFC. We
found a behavioral dissociation in metacognitive ability for perceptual and memorial judgments. Furthermore, functional connectivity analysis
revealed distinct patterns of connectivity that correlated with individual differences in each domain. Metacognitive ability for perceptual deci-
sions was associated with greater connectivity between lateral regions of aPFC and right dorsal anterior cingulate cortex, bilateral putamen, right
caudate, and thalamus, whereas metacognitive ability for memory retrieval predicted greater connectivity between medial aPFC and the right
central precuneus and intraparietal sulcus/inferior parietal lobule. Together, these results suggest that an individual’s capacity for accurate
introspection in the domains of perception and memory is related to the functional integrity of unique neural networks anchored in the medial
and lateral regions of the aPFC.

Introduction
Successful decision-making and action depend on accurately
evaluating the success of basic cognitive processes that contribute
to thought and behavior, a capacity known as “metacognition”
(Metcalfe and Shimamura, 1994). Convergent evidence indicates
that the frontopolar cytoarchitectonically defined Brodmann
area 10 (BA 10), and more generally the anterior prefrontal cortex
(aPFC), is a critical part of the neuroanatomical basis of metacog-
nitive thought. Supporting a contribution to higher-level cognition,
aPFC has shown substantial expansion in humans compared with
nonhuman primates (Öngür et al., 2003). Furthermore, aPFC is the
only prefrontal region that is almost exclusively connected to supra-
modal cortex, placing it at the nexus of an information processing
hierarchy in which the outputs of lower-level operations may be
integrated and evaluated (Christoff and Gabrieli, 2000; Ramnani
and Owen, 2004). Consistent with a role of aPFC in metacognition,
patients with traumatic injury to this region display a variety of

metacognitive deficits, such as an inability to monitor disease symp-
toms or accurately appraise their own cognitive functioning (Belyi,
1987; Joseph, 1999). Furthermore, structural and functional varia-
tion in aPFC has been shown to predict variance in metacognitive
ability within the healthy adult population (Fleming et al., 2010,
2012).

In recent years, neuroimaging and cytoarchitectonic studies
have begun to establish the existence of functional subdivisions
within aPFC, with a primary differentiation between medial and
lateral regions (e.g., Gilbert et al., 2006). An important question is
whether these subdivisions of aPFC play differential roles in
specific types of metacognitive processes. One possibility is
that metacognitive evaluations of memorial or perceptual in-
formation involve medial and lateral aPFC, respectively. An
accumulating number of studies have linked lateral aPFC to
metacognitive evaluations of dynamic perceptual processes
(Fleming et al., 2010, 2012; Fleming and Dolan, 2012). In con-
trast, medial aPFC has been widely implicated in metacognitive
assessments of memory retrieval, particularly for prospective
“feeling-of-knowing” judgments (e.g., Schnyer et al., 2005), but
also for retrospective confidence ratings (e.g., Moritz et al., 2006;
Modirrousta and Fellows, 2008; Chua et al., 2009), and “reality
monitoring” tasks (distinguishing whether a memory was inter-
nally or externally generated) (Simons et al., 2006, 2008). Fur-
thermore, a recent study (McCurdy et al., 2013) found that gray
matter volume in neuroanatomically distinct regions of the lat-
eral aPFC and precuneus covaried with metacognitive ability for
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to the OFC, ACC, MFPC, DLPFC, and TP,
which is closely resemble those in the hu-
man FP (area 10p). However, rich con-
nections with the Amyg were only found
in human FP.

Discussion
To the best of our knowledge, this is the
first study to parcellate the human FP
based on anatomical connection patterns
and to elucidate the anatomical and func-
tional connectivity patterns of the human
FP at the subregional level. The results
show that the human FP can be reproduc-
ibly subdivided into FPo, FPl, and FPm
subregions. Each FP subregion has spe-
cific anatomical and functional connec-
tivity patterns, and the three subregions
are involved in the SEN, CPN, and DMN,
respectively. These findings may improve our understanding of
FP connectivity and function at the level of subregions.

Method consideration
In the present study, we parcellated the human FP based on inter-
regional anatomical connection patterns derived from DTT,
which has been used extensively in previous parcellation studies
of the human medial frontal cortex (Johansen-Berg et al., 2004),
cingulate cortex (Beckmann et al., 2009), thalamus (Behrens et
al., 2003b), and Amyg (Bach et al., 2011). However, one should
bear in mind that the traditional DTT method is not the best one
for accurately characterizing fiber directions (Jones et al., 2012);
more plausible methods should be developed and used to parcel-
late human brain regions in vivo, such as parcellation based on
the orientation distribution functions derived from the high an-
gular resolution diffusion imaging data.

Spatial constraints have been used to reduce discontinuous vox-
els in parcellation results (Tomassini et al., 2007; Mars et al., 2012).
Here, we did not place any spatial constraints on our parcellation
scheme because the spectral clustering algorithm makes use of the
eigenvectors of the similarity matrix as the feature for clustering, and
this method is less sensitive to spatial distance effects than other
clustering methods, such as the k-means algorithm (Ng et al., 2002).
Moreover, how to balance connectivity information and spatial dis-
tance information in clustering when spatial constraints are included
is still an open question. Here, we used MPMs to show the parcella-
tion results for each FP subregion; this method could be effective in
reducing discontinuous voxels with low probabilities. The spatially
contiguous subregions also support the validity of our method.

FP subregions
In the present study, the human FP corresponds to area 10p, a
highly differentiated cortical area with unique cytoarchitectonic
characteristics (Ongür et al., 2003). However, as mentioned in
Introduction, tract tracing and functional neuroimaging studies
have suggested the existence of FP subregions. Ray and Price
(1992) subdivided the rat FP into medial and lateral subregions
based on thalamocortical connection patterns. The FP of nonhu-
man primates has been described as consisting of three subre-
gions, FPm, FPl, and FPo, based on their different anatomical
connection patterns (Petrides and Pandya, 2007; Burman et al.,
2011).

Compared with the animal FP, the human FP has undergone
great evolutionary expansion and exhibits a lower cell density,

richer dendritic spines, and more connections with the associa-
tion cortices (Semendeferi et al., 2001). Gilbert et al. (2006b)
found different activation characteristics for the lateral and me-
dial portions of the human FP and further subdivided the human
FP into lateral, anteromedial, and posteromedial subregions
based on a meta-analysis of task activations (Gilbert et al., 2006).
Based on anatomical connection patterns, we parcellated the hu-
man right FP into the orbital, medial, and lateral subregions and
validated this parcellation scheme by parcellation of the left FP
and through the use of another independent set of imaging data.
The fact that our parcellation results are not completely consis-
tent with those of Gilbert et al. (2006) can be ascribed to the
differences in imaging measures, the FP definition, and parcella-
tion methods between the two studies.

Connectivity profiles of the FPo
We found that the FPo is anatomically connected with the OFC,
TP, and Amyg and that it is functionally correlated with the OFC
and subgenual ACC. The FPo connects with the OFC through the
fronto-orbitopolar tract and with the TP and Amyg through the
uncinate fasciculus, which are consistent with a DTT study in
humans (Catani et al., 2012) and tract tracer studies in animals
(Terreberry and Neafsey, 1987; Neafsey, 1990; Hurley et al.,
1991). All of these brain regions are involved in the processing of
social and emotional information. Each of these brain regions has
been shown to be sensitive to different social or emotional tasks,
and each of these tasks induced activation of different combi-
nations of these brain regions. For example, the OFC is sensi-
tive to reward-based decision making (Bechara et al., 1999;
Boorman et al., 2009; FitzGerald et al., 2009; Elliott et al.,
2010), the subgenual ACC is sensitive to negative emotional
stimuli (Butler et al., 2005), the Amyg serves in the evaluation

Figure 4. Anatomical connectivity patterns (top row) and fingerprints (bottom row) of the FP subregions. The FP subregions are
shown in different colors (FPo, yellow; FPl, red; FPm, blue). The small polar plots are the individual parts of the main figure. L, Left;
R, right.

Table 2. Averaged normalized anatomical and functional connection strength
between FP subregions and target regions

FP
subregions

OFC Amyg TP DLPFC ACC MPFC

AC FC AC FC AC FC AC FC AC FC AC FC

Right FPo 0.425 0.491 0.348 0.254 0.600 0.307 0.029 0.469 0.053 0.240 0.114 0.448
Right FPl 0.018 0.627 0.108 0.331 0.160 0.452 0.580 0.853 0.274 0.472 0.317 0.765
Right FPm 0.098 0.456 0.059 0.338 0.035 0.405 0.127 0.606 0.539 0.574 0.606 0.893
Left FPo 0.473 0.486 0.235 0.129 0.591 0.394 0.109 0.488 0.066 0.236 0.094 0.369
Left FPl 0.064 0.669 0.086 0.307 0.153 0.532 0.763 0.934 0.326 0.419 0.107 0.717
Left FPm 0.094 0.449 0.055 0.306 0.102 0.401 0.069 0.622 0.598 0.553 0.662 0.873

AC, Anatomical connection; FC, functional connectivity.
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Figure 5. MVPA Results. Design: (A) Left: Across-domain classification design. Pattern vectors 

(run-wise beta images) from one domain were used to train an SVM decoder on two classes and 

then tested in a cross-classification of the same two classes using vectors from the other domain 

(and vice versa). Here we illustrate classification of low (L) and high (H) confidence levels. 

Right: Within-domain classification design. Pattern vectors of two classes (e.g. low and high 

confidence) pertaining to one domain were used to train a decoder in a leave-one-run-out design 

that was then tested in the left-out pair. The process was iterated three times to test pairs from 

every run. An identical, independent cross-validation was performed on vectors from the other 
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As a control, classification accuracy in the ventricles was not dif-
ferent from chance (across: t(23) ! 0.66, p ! 0.52; within: t(23) !
1.04, p ! 0.31). This suggests that the patterns of activity that
distinguish metacognitive judgments from the visuomotor control
condition in one domain are distinct from analogous patterns in the
other domain. In particular, within-domain classification accuracy
was significantly different from across-domain classification ac-
curacy in (dACC/pre-SMA: t(23) ! 2.88, p ! 0.008) and right
rlPFC (t(23) ! 2.24, p ! 0.035). These results are consistent with
the hypothesis that metacognitive judgments recruit domain-
specific patterns of cortical activity in PFC.

Searchlight analysis of JR activity patterns. We ran a similar
decoding analysis using an exploratory whole-brain searchlight,
obtaining a classification accuracy value per voxel (Hebart et al.,

2014). Consistent with our ROI results, we observed significant
within-domain classification in large swathes of bilateral PFC for
bothperception(red)andmemory(blue)(Fig.4C,Table3).Within-
perception classification was also successful in parietal regions, the
PCUN in particular, and within-memory activity patterns were clas-
sified accurately in occipital regions. We also identified clusters
showing significant across-domain generalization (yellow) in
dACC, pre-SMA, SFG (BA9), supramarginal gyrus (BA40), and bi-
lateral IFG/insula, consistent with univariate results (Fig. 3A).

ROI analysis of CLR activity patterns. We next investigated
whether confidence is encoded in a domain-general or domain-
specific fashion by applying a similar approach to discriminate
low versus high confidence trials. In this case, ROI univariate
analyses did not reveal any differences in confidence-related ac-
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Figure 4. MVPA results. Classification designs. A, Left, Across-domain classification design. Pattern vectors (runwise beta images) from one domain were used to train an SVM decoder on two
classes and then tested in a cross-classification of the same two classes using vectors from the other domain (and vice versa). Classification of low (L) and high (H) confidence levels is illustrated. Right,
Within-domain classification design. Pattern vectors of two classes (e.g., low and high confidence) pertaining to one domain were used to train a decoder in a leave-one-run-out design that was then
tested in the left-out pair. The process was iterated three times to test pairs from every run. An identical, independent cross-validation was performed on vectors from the other domain. B, C, JR
activity patterns. B, ROI results for across-domain (yellow) and mean within-domain (red-blue stripe) classification accuracy of Confidence vs Follow trials. C, Searchlight analysis for same
classifications in B. D, Low-level visuomotor mask used in F (see main text and Materials and Methods for details). E, F, CLR activity patterns. E, Low versus high confidence classification accuracy
results. F, Searchlight analysis for the same classifications in E exclusively masked for visuomotor-related activity patterns. Bars in B and E indicate means and error bars indicate SEM. Dashed lines
indicate chance classification (50%). Diamonds and circles indicate mean independent classification in perception and memory trials, respectively. White diamonds/circles indicate classification was
significantly different from chance, Bonferroni corrected. All clusters in C and F are significant at cluster-defining threshold p " 0.001, corrected for multiple comparisons at pFWE " 0.05. Image is
displayed at p " 0.001. Color bars indicate T-scores. A, anterior; P, posterior. ***p ! 0.001; **p ! 0.01; *p " 0.05; all one-sample t tests are Bonferroni corrected.
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second-order account predicts that one’s own actions will contrib-
ute to self-evaluation. The intuition here is that rather than actions
simply signaling the output of a decision pathway, they may
themselves carry information about the subject’s internal states
that is otherwise inaccessible to confidence reports.

In the sections that follow we compare the qualitative predic-
tions of second-order computation to those made by first-order
accounts with and without postdecisional processing, and evaluate
these predictions against the empirical literature on decision con-
fidence and error monitoring. We will show that first-order models
are special cases of second-order computation that arise under
particular noise conditions (see Figure 1). Our analysis thus clar-
ifies the situations in which these simpler architectures are suit-
able, and the sorts of approximations being made by adopting them
when these conditions are not satisfied. We go on to demonstrate
how a second-order perspective accounts for individual differences
in metacognitive bias and accuracy, and may explain cases in
which metacognition is sometimes better than task performance.
We close by outlining the implications of this framework for future

empirical studies and discuss possible neural implementations of
second-order computation.

Model Overview

We consider three classes of model of how a subject generates
a report of confidence in his or her decision. All models have the
same basic ingredients. First, we define a categorical world state,
d, such as whether a stimulus is moving left (d ! "1) or right (d !
1). Second, the subject makes a response a to indicate their
perceived state of the world (i.e., left, a ! "1, or right, a ! 1). On
each “trial” internal states X ! [Xact Xconf] denote the decision and
confidence variables. To make a decision, the subject chooses
“right” if Xact # 0, and left otherwise:

a ! ! 1 if Xact " 0
#1 otherwise

(1)

We define the subject’s confidence z as a degree of belief that a
particular choice was correct (i.e., choice a reflected the true state

Figure 1. Schematic graphical models of self-evaluation. Upper panels show graphical models (with variance/
covariance parameters omitted for clarity). In each model, a categorical world state (e.g., stimulus ! left ["1]
or right [1]) gives rise to a binary action (left or right). Building on signal detection theory, we assume both
stimuli give rise to internal decision variables that are Gaussian distributed along a unitary decision axis. To
make an action, the observer choose “right” if the decision variable is greater than 0, and “left” otherwise. Lower
panels depict a computation of confidence on a single trial of each model, in which the observer responds “right”.
(A) First-order model. The world state generates a decision variable Xact that supports both actions and
confidence reports. (B) Postdecisional first-order model. As in (A), but allowing the confidence variable (Xconf)
to sample additional evidence about the world state, which in this case leads to recognition of an error
(confidence $ 0.5). (C) Second-order model. The decision and confidence variables are represented as two
correlated hidden states. A computation of decision confidence proceeds by first inferring the distribution of
possible decision variables conditional on the confidence variable (shown by the probability distribution in the
inset), and marginalizing conditional on the subject’s action to arrive at an appropriate confidence level.
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Second-order models a) permit dissociation between performance and metacognition 
and b) predict confidence is a late-stage construction from state/action variables 
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FIGURES 

Figure 1 

Task design for (A) Experiment 1 and (B) Experiment 2. Following a calibration stage, 

subjects carried out trials of 2AFC visual discrimination as to which spatial location 

contained the target grating (embedded in noise) in Experiment 1, or whether a centrally 

presented grating was horizontally or vertically oriented in Experiment 2. Button 

presses made with the left or right hand indicated the left or right location/horizontal or 

vertical response, respectively. Following each response, subjects were asked to provide 

a confidence rating on a scale from 1 (low confidence) to 4 (high confidence). A single 

pulse of TMS was applied either 100 ms after the stimulus (“pre”) or immediately 

following the response (“post”). TMS hemisphere was counterbalanced across subjects. 
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their left hand or the “j” key with their right hand on a 
standard keyboard. As in Experiment 1, a single TMS 
pulse was delivered at one of two time points—100 ms 
after stimulus onset (preresponse condition) or imme-
diately following participants’ response (postresponse 
condition). TMS was applied unilaterally, and only over 
PMd, with stimulation side counterbalanced between 
participants. Following their response, participants 
were asked to provide a confidence rating on a scale 
from 1 (low confidence) to 4 (high confidence) by 
pressing the “h,” “j,” “k,” or “l” keys, respectively, using 
their right hand. Prior to the experiment, the contrast of 
the grating was titrated using the QUEST procedure, as 
described for Experiment 1.

The main experiment consisted of 500 trials split into 
five blocks of 100 trials each. Two hundred preresponse-
TMS trials, 200 postresponse-TMS trials, and 100 no-TMS 
trials were randomly interleaved. The TMS protocol was 
identical to that in Experiment 1.

Results

As in Experiment 1, neither congruence nor time of stim-
ulation influenced visual discrimination performance 
(Fig. 2b; congruence: β = −0.13, SE = 0.13, p = .34; time: 
β = 0.12, SE = 0.09, p = .18), and there was no evidence 
that TMS pulses induced a contralateral bias in respond-
ing (95% CI for percentage of contralateral responses—
preresponse condition = [47%, 55%]; postresponse 
condition = [49%, 56%]). Effects of TMS on RTs to both 
the decision and confidence rating were similar to those 
observed in Experiment 1 (Fig. S1).

Crucially, despite the task requiring a nonspatial judg-
ment, in Experiment 2, we replicated the effects of TMS-
response congruence on confidence observed in 
Experiment 1. Specifically, we found a significant interac-
tion of congruence and accuracy (p < .05; Fig. 3b). Again 
as in Experiment 1, we observed no interactions of TMS 
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Fig. 3. Confidence ratings in the group that received transcranial mag-
netic stimulation (TMS) in the dorsal premotor cortex in (a) Experiment 
1 and (b, c) Experiment 2. The graphs in (a) and (b) show raw mean 
confidence ratings as a function of stimulation condition, response 
accuracy, and congruence. In (b), results are also shown for a control 
condition (in which TMS was not applied) for trials responded to cor-
rectly and incorrectly. Dashed lines reflect mean confidence in the con-
trol condition. The graph in (c) shows baseline-corrected confidence 
data in Experiment 2 as a function of response accuracy. Baseline-
corrected confidence data were calculated by subtracting mean raw 
confidence ratings on no-TMS trials from mean raw confidence ratings 
on TMS trials. Error bars reflect standard errors of the mean. Asterisks 
indicate a significant difference between TMS conditions (p < .05).

Table 2. Results From Experiment 1: Regression Analyses 
Predicting Confidence From Accuracy, Congruence, and Time 
in the Primary-Motor-Cortex (M1) Group

Predictor b p

Intercept 1.80 (0.11) < .0001**
Accuracy 0.46 (0.07) < .0001**
Congruence –0.08 (0.09) .35
Time 0.006 (0.07) .93
Accuracy × Congruence –0.03 (0.10) .80
Accuracy × Time –0.01 (0.08) .88
Congruence × Time –0.06 (0.10) .56
Accuracy × Congruence × Time 0.05 (0.13) .69

Note: Standard errors are given in parentheses. Predictors were coded 
as follows—accuracy: error = 0, correct = 1; congruence: incongruent = 
0, congruent = 1; time: preresponse = 0, postresponse = 1.
**p < .01.
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netic stimulation (TMS) in the dorsal premotor cortex in (a) Experiment 
1 and (b, c) Experiment 2. The graphs in (a) and (b) show raw mean 
confidence ratings as a function of stimulation condition, response 
accuracy, and congruence. In (b), results are also shown for a control 
condition (in which TMS was not applied) for trials responded to cor-
rectly and incorrectly. Dashed lines reflect mean confidence in the con-
trol condition. The graph in (c) shows baseline-corrected confidence 
data in Experiment 2 as a function of response accuracy. Baseline-
corrected confidence data were calculated by subtracting mean raw 
confidence ratings on no-TMS trials from mean raw confidence ratings 
on TMS trials. Error bars reflect standard errors of the mean. Asterisks 
indicate a significant difference between TMS conditions (p < .05).

Table 2. Results From Experiment 1: Regression Analyses 
Predicting Confidence From Accuracy, Congruence, and Time 
in the Primary-Motor-Cortex (M1) Group

Predictor b p

Intercept 1.80 (0.11) < .0001**
Accuracy 0.46 (0.07) < .0001**
Congruence –0.08 (0.09) .35
Time 0.006 (0.07) .93
Accuracy × Congruence –0.03 (0.10) .80
Accuracy × Time –0.01 (0.08) .88
Congruence × Time –0.06 (0.10) .56
Accuracy × Congruence × Time 0.05 (0.13) .69

Note: Standard errors are given in parentheses. Predictors were coded 
as follows—accuracy: error = 0, correct = 1; congruence: incongruent = 
0, congruent = 1; time: preresponse = 0, postresponse = 1.
**p < .01.
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primary cortex. These viewpoints suggest that there may be
macroscale gradients that integrate information across multiple
domains into progressively more abstract representations, in which
local gradients within specific cortical systems could be situated
and understood.
One large-scale cortical system with function that remains

unclear is the DMN. Initially identified through its tendency to
deactivate during externally oriented tasks (25), the DMN has
since been shown to activate in tasks that depend on informa-
tion retrieved from memory, such as remembering the past or
thinking about the future, or considering the mental states of
others (reviews are in refs. 10 and 26). The DMN is also known
to play a role in states that are less related to ongoing environ-
mental events, such as daydreaming and mind wandering (27–30),
and contributes to lapses in external processing (31). A consensus
view on the role of the DMN in human cognition is still lacking,
however, because of the increasing number of cognitive domains in
which it has been implicated. As well as playing an active role during
states, such as autobiographical memory retrieval, social cognition,
and future thinking, the DMN has recently been shown to operate
in concert with regions implicated in cognitive control during
complex working memory tasks (32–36). This emerging evidence
illustrates that the DMN is not tied to a specific form of in-
formational content, leading to suggestions that it acts as a hub that
integrates representational information across the cortex (30, 37).
To understand the topographic organization of the cerebral

cortex at the macroscale (38), we explore how the principal vari-
ance in cortical connectivity relates to the topography of structure
and function by addressing four key questions. (i) Is there a mac-
roscale gradient of connectivity in the human brain that reflects the
systematic integration across modalities in a hierarchical fashion?
(ii) Does this macroscale organization relate to the geometric

structure of the cortex? (iii) Does the organization captured by the
principal gradient account for the spatial distribution of large-scale
networks and the associated functions across the cortex? (iv) Do
these observations provide a framework for understanding the
functional role of the DMN in cognition?

Results
We began our analysis by characterizing the components describ-
ing the maximum variance in functional connectivity patterns—
the extent to which nodes agree in the spatial distribution of cor-
relations—across the human cerebral cortex (Fig. 1 and Fig. S1).
The functional connectivity matrix consisted of 91,282 cortical
and subcortical “grayordinates” with a resolution of 2 mm from the
preprocessed dense connectome S900 release of the Human
Connectome Project (HCP) (39). These data were based on 1 h of
resting-state fMRI data acquired from 820 healthy adult individ-
uals. No further processing of the connectivity matrices beyond
those already implemented by the HCP, which included minimal
spatial smoothing of 2 mm FWHM (40), was conducted.
Rather than delineating discrete network parcellations, we

implemented a method that captures gradients in connectivity
patterns over space—a cortical feature termed “connectopies”
(41). This method, known as diffusion embedding (42), allows
local and long distance connections to be projected into a
common space more effectively than approaches that use linear
dimensionality reduction, such as principal component analysis
(SI Materials and Methods). The resultant components, which we
describe here as “gradients,” are unitless and identify the posi-
tion of nodes along the respective embedding axis that encodes
the dominant differences in nodes’ connectivity patterns.

A B

EDC

Fig. 1. The principal gradient of connectivity in both the (A) human and (B) macaque monkey cortices shows a spectrum between unimodal regions (dark blue) and
transmodal regions (sienna), which in the human cortex, peaks in regions corresponding to the DMN. The proximity of colors can be interpreted as greater similarity of
connectivity patterns. (C) The illustration of connectivity organization suggested by Mesulam (23) proposes a hierarchy of processing from distinct unimodal areas to
integrative transmodal areas. Labels Gradient 1 and Gradient 2, which were not included in the original figure, correspond to the results in D. Modified from ref. 23. (D) A
scatter plot of the first two connectivity embedding gradients. Gradient 1 extends between primary sensorimotor and transmodal regions (red). Gradient 2 separates
somatomotor and auditory cortex (green) from visual cortex (blue). Histograms depicting the distribution of values are presented on the respective axes. (E) Colors from the
scatter plot are presented on the cortical surface for anatomical orientation. A1, primary auditory; ag, angular gyrus; cing, anterior cingulate cortex; ifg, inferior frontal
gyrus; infs, intermediate frontal sulcus; L, limbic; M1, primary motor; mfg, middle frontal gyrus; mtc, middle temporal cortex; P, parietal; Pf, prefrontal; phf, para-
hippocampal formation; pmc, posteromedial cortex; ps, principal sulcus; S1, primary somatosensory; sfg, superior frontal gyrus; V1, primary visual; vmpfc, ventromedial
prefrontal cortex.
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Linking Metacognition and Mindreading: Evidence From Autism and
Dual-Task Investigations

Toby Nicholson and David M. Williams
University of Kent

Sophie E. Lind
City, University of London

Catherine Grainger
University of Stirling

Peter Carruthers
University of Maryland

Questions of how we know our own and other minds, and whether metacognition and mindreading rely
on the same processes, are longstanding in psychology and philosophy. In Experiment 1, children/
adolescents with autism (who tend to show attenuated mindreading) showed significantly lower accuracy
on an explicit metacognition task than neurotypical children/adolescents, but not on an allegedly
metacognitive implicit one. In Experiment 2, neurotypical adults completed these tasks in a single-task
condition or a dual-task condition that required concurrent completion of a secondary task that tapped
mindreading. Metacognitive accuracy was significantly diminished by the dual-mindreading-task on the
explicit task but not the implicit task. In Experiment 3, we included additional dual-tasks to rule out the
possibility that any secondary task (regardless of whether it required mindreading) would diminish
metacognitive accuracy. Finally, in both Experiments 1 and 2, metacognitive accuracy on the explicit
task, but not the implicit task, was associated significantly with performance on a measure of mindread-
ing ability. These results suggest that explicit metacognitive tasks (used frequently to measure metacog-
nition in humans) share metarepresentational processing resources with mindreading, whereas implicit
tasks (which are claimed by some comparative psychologists to measure metacognition in nonhuman
animals) do not.

Keywords: autism spectrum disorder, metacognition, mindreading, dual-task, theory of mind

Questions of how we know our own minds, how we know other
minds, and whether nonhuman animals are capable of such self- or

other-awareness, have proven to be some of the most enduring and
important in the history of psychology and philosophy. The ex-
periments described here were designed to throw light on both sets
of questions at once. We begin by discussing the relationship
between self-knowledge and other-knowledge in humans.

Metacognition (metarepresentation of one’s own mental states)
is considered essential for day-to-day behavioral functioning be-
cause it is this monitoring of one’s internal states that allows one
to regulate those states (Nelson & Leonesio, 1988). Mindreading
(metarepresentation of others’ mental states; sometimes referred to
as “theory of mind”) is likewise important for almost all domains
of human social life, and when it is diminished most aspects of
social life suffer. For example, autism spectrum disorder (ASD) is
a developmental disorder diagnosed on the basis of significant
impairments in social-communication and behavioral flexibility
(American Psychiatric Association, 2013) and is characterized
unambiguously by diminished mindreading ability (e.g., Happé,
1995). Thus, the clinical significance of understanding the rela-
tionship between mindreading and metacognition is high.

A number of opposing theories have been proposed, offering
differing accounts of the relation between these two important
abilities. For example, some have thought that mindreading devel-
ops ontogenetically and phylogenetically from an existing meta-
cognitive system along with additional imagination/mental simu-
lation abilities (metacognition-is-prior theory; e.g., Goldman,
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- Autistic participants were impaired in explicit confidence ratings (but not 
implicit gambles) compared to neurotypical participants 

- No differences in first-order task performance between ASD and NTs 

- A secondary task that involves thinking about others (“theory of mind” 
task) interferes with explicit (but not implicit) metacognition about self  

- A similarly demanding secondary task that does not involve thinking 
about others does not interfere with metacognition 
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Summary

• We can measure metacognition across different tasks as the 
statistical association between behaviour and self-evaluation 
(confidence) 

• Adopting a signal detection theory framework allows simultaneous 
estimation of both first-order (d’) and metacognitive (meta-d’) 
sensitivity 

• Metacognitive confidence is encoded in activation patterns in PFC 
independently of behavioural performance  

• Human-level self-awareness may be supported by second-order 
computations that share resources with the capacity to think about 
others (theory of mind)
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